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Abstract

In this paper, two sorts of weights of relation be-
tween words, recollection weight and relevance
one, are compared to each other and discussed
based on the results of two experiments em-
ploying human subjects. We selected synonymy,
antinomy, and associativity as the relations to
be tested and found that there were basically
middle degrees of correlation between the two
sorts of weight in synonym and antinomy. How-
ever, there was low degree of correlation in as-
sociativity which suggested there will be much
more words which can be judged to be relevant
associative to a stimulus word than ones which
are simply recollected.

1 Introduction

Simulations of semantic judgments about
words, such as retrieving associative words
and clustering words based on similarity (for
example, (Schutze, 1992; Kasahara et al.,
1997)), are useful for realizing intelligent text
processing technologies like information re-
trieval(Deerwester et al., 1990; Schutze and
Pedersen, 1995), machine translation(Ikehara
et al., 1991), and text segmentation(Bessho,
2001). When studying a method for the sim-
ulation, it is required to evaluate how the result
of the method is close to human judgment.

Usually, a large-scaled database of hu-
man judgments, which contains word pairs

and names of relations that connect each
pair are used for that purpose. In En-
glish, WordNet(Fellbaum, 1998) is one of
the famous databases and there are Nihongo-
GoiTaikei(Ikehara et al., 1997) and EDR(Japan
Electronic Dictionary Research Institue, 1993)
in Japanese. These databases were constructed
based on the knowledge of a few linguists or
psychologists. Therefore, they contain words
and relations which even native speakers of a
language may hardly use in their life. More-
over, information about weight of relation be-
tween words, which represents how strongly the
words are connected in a given kind of relation
such as synonym, is lacked in the databases.
This weight information is important when a
database of human judgments about words is
used to get the most related word to a given
word or get a ranked word list based on the
weights of relations between a stimulus word
and target words.

In the studies of psychology, there are sev-
eral norms of word association (Moss and Older,
1996; Nelson et al., 1998; Umemoto, 1969),
which were build through human subjects ex-
periments where the free association method
was used. They contain weights of associated
words, which are estimated based on how many
subjects recollected the same words. We call
the weight ’recollection weight.’ Meanwhile, the
other sort of weight of a relation, which can
be estimated from how many subject judge the
target word has a relevant relationship with a
stimulus word, may exist. We call it ’relevancy
weight.’ If there is always high degree of corre-
lation between the recollection weight and the
relevancy one in any kind of relation, experi-
ment for acquiring only one of the two weight
is enough to build the database of human judg-
ments about a relation between words. However



it has not been clear whether there is correlation
or not.

In this paper, we report the result of measur-
ing correlation between the two sorts of weight
in the relations of synonymy, antinomy, and as-
sociativity. We also show the database made
through them is effective by applying it to eval-
uate the method of simulating judgment of syn-
onymy between words employing machine read-
able dictionaries(Kasahara et al., 1997).

2 Experiments

Stimulus words

We used the database of word familiar-
ity(Amano and Kondo, 1999) to select 200
Japanese daily-used words as stimuli. The
database includes 60,000 words each of which
has degree of its familiarity, from one to
seven, decided from psychological experiments.
The words whose degree of familiarity are
higher than five were randomly selected from
the database; odoru(’dance’), uma(’hourse’),
dainamikku(’dynamic’), and so on.

Kinds of relation

It has been thought that there are several kinds
of relation between two words. For example, in
WordNet(Fellbaum, 1998), seventeen relations
such as HYPERNYM and SYNSET are listed.
As the first step of our study, the following re-
lations, synonymy, antinomy, and associativity,
were tested.

Experiment 1

100 subjects of university students were asked to
write down recollected words for every stimulus
word of the 200 words to questionnaire sheets
in a given relation of the three ones. They were
required to do as many words as they can in ten
seconds for one stimulus word. For each stimu-
lus word and each one of the relations, frequency
of how many subjects wrote the same associated
word was counted.

Experiment 2

For each word recollected at the Experiment 1,
every pair of the stimulus word and the recol-
lected target word was shown to other seventy
six subjects and they judged whether the target
word has a given relation with the stimulus word
or not. Frequency of how many subjects com-
monly judge the pair to be relevant was counted.

3 Results

Table 1 shows the correlation coefficients be-
tween two sorts of frequency. These figures may
suggest that the recollection weight and rele-
vancy one have middle degree of correlation in
synonymy and antinomy. In associativity, how-
ever, the degree of correlation has low degree of
correlation.

Table 1: Correlation between recollection fre-
quency and relevancy frequency

relation correlation coefficient
synonymy 0.465
antinomy 0.418
associativity 0.294

Figure 2 shows correlation between the rec-
ollection frequency and averaged relevant fre-
quencies of word pairs, which have the same
recollection frequency, in the relation of associa-
tion. Even when several words were recollected
by only one of the 100 subjects, these words
were judged to be relevant to have a associative
relations by more than half of other 76 subjects
on average. This result suggests that there is
many possibly relevant words except for recol-
lected words in the relation of free associativity.
Detailed analysis of the results of two experi-
ments will be required.

Figure 1: Correlation in associativity

Figure 2 is the result of applying the database
made from the two experiments to evaluation of
the method for simulating judgment of seman-
tic similarity between words(Kasahara et al.,
1997). This method represents a word concept
in a vector form whose weights of attributes are
decided from word definitions in machine read-



able dictionaries. The degree of similarity be-
tween two word become a cosine of an angle be-
tween their word vectors. Basically, the closer
definitions of two word are to each other, the
higher the degree of similarity become. When
this method is applied to simulate similar word
retrieval, the degrees of similarity between a
given word and all the words which have word
vectors are calculated and some words which
have high degrees of similarity are output as the
result.

For a stimulus word, we assumed that words,
whose recollection frequency are more than two
and whose relevant weights are more than half
of the number of the subject, can be regarded
as standard related words. For each stimulus of
200 words, the result of above mentioned simu-
lation and the standard related words were com-
pared by using a well-known method of evalu-
ating a result of retrieval (Buckley, 1992) and
values of precision and recall were acquired in
eleven points. Figure 2 is the precision–recall
curves averaged on 200 retrievals in the rela-
tion, synonymy, antinomy, or associativity. It
shows that this method simulates judgment of
synonymy better than antinomy and associa-
tivity. The result also suggest that the other
method of simulation or the other text data to
build the word vectors is necessary for simulat-
ing antinomy or associativity.
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Figure 2: Evaluation of a method of the simu-
lation
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