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Figure 1: The VizWiz client is a talking application for the iPhone 3GS that works with the included VoiceOver screen
reader. VizWiz proceeds in three steps—taking a picture, speaking a question, and then waiting for answers. System
components include a web server that serves the question to web-based workers, a speech recognition service that
converts spoken questions to text, and a database that holds questions and answers. quikTurkit is a separate service that
adaptively posts jobs (HITs) to Mechanical Turk in order to maintain specified criteria (for instance, a mininum number of
answers per question or a pool of waiting workers of a given size).

in a batch of n questions (tt1+...+ttn). quikTurkit has work-
ers complete multiple tasks to engage the worker for longer,
ideally keeping them around until a new question arrives. In
the following figure, points marked with an R represent when
the worker is available to answer a new question.

...Recruiting Worker... ...Completing Tasks...

tr tt1

R R R

time... ttn+ +

To use quikTurkit, requesters create their own web site on
which Mechanical Turk workers answer questions. The in-
terface created should allow multiple questions to be asked so
that workers can be engaged answering other questions until
they are needed. VizWiz currently has workers answer three
questions. Importantly, the answers are posted directly to
the requester’s web site, which allows answers to bypass the
Mechanical Turk infrastructure and answers to be returned
before an entire HIT is complete. As each answer is submit-

ted (at the points labeled R above), the web site returns the
question with the fewest answers for the worker to complete
next, which allows new questions to jump to the front of the
queue. Requests for new questions also serve to track how
many workers are currently engaged on the site. If a worker
is already engaged when the k

th question is asked, then the
time to recruit workers tr is eliminated and the expected wait
time for that worker is tt(k�1)

2 .

Recruiting workers before they are needed: quikTurkit al-
lows client applications to signal when they believe new work
may be coming for workers to complete. VizWiz signals that
new questions may be coming when users begin taking a pic-
ture. quikTurkit can then begin recruiting workers and keep
them busy solving the questions that users have asked previ-
ously. This effectively reduces tr by the lead time given by
the application, and if the application is able to signal more
than tr in advance, then the time to recruit is removed from
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When the crowd is finished, Soylent calls out the edited 

sections with a purple dashed underline. If the user clicks 

on the error, a drop-down menu explains the problem and 

offers a list of alternatives. By clicking on the desired alter-

native, the user replaces the incorrect text with an option of 

his or her choice. If the user hovers over the Error Descrip-

tions menu item, the popout menu suggests additional 

second-opinions of why the error was called out. 

The Human Macro: Natural Language Crowd Scripting  
Embedding crowd workers in an interface allows us to re-

consider designs for short end-user programming tasks. 

Typically, users need to translate their intentions into algo-

rithmic thinking explicitly via a scripting language or im-

plicitly through learned activity [6]. But tasks conveyed to 

humans can be written in a much more natural way. While 

natural language command interfaces continue to struggle 

with unconstrained input over a large search space, humans 

are good at understanding written instructions.  

The Human Macro is Soylent’s natural language command 

interface. Soylent users can use it to request arbitrary work 

quickly in human language. Launching the Human Macro 

opens a request form (Figure 3). The design challenge here 

is to ensure that the user creates tasks that are scoped cor-

rectly for a Mechanical Turk worker. We wish to prevent 

the user from spending money on a buggy command. 

The form dialog is split in two mirrored pieces: a task entry 

form on the left, and a preview of what the Turker will see 

on the right. The preview contextualizes the user’s request, 

reminding the user he is writing something akin to a Help 

Wanted or Craigslist advertisement. The form suggests that 

the user provide an example input and output, which is an 

effective way to clarify the task requirements to workers. If 

the user selected text before opening the dialog, he has the 

option to split the task by each sentence or paragraph, so 

(for example) the task might be parallelized across all en-

tries on a list. The user then chooses how many separate 

Turkers he would like to complete the task. The Human 

Macro helps debug the task by allowing a test run on one 

sentence or paragraph. 

The user chooses whether the Turkers’ work should replace 

the existing text or just annotate it. If the user chooses to 

replace, the Human Macro underlines the text in purple and 

enables drop-down substitution like the Crowdproof inter-

face. If the user chooses to annotate, the feedback populates 

comment bubbles anchored on the selected text by utilizing 

Word’s reviewing comments interface. 

TECHNIQUES FOR PROGRAMMING CROWDS 
This section characterizes the challenges of leveraging 

crowd labor for open-ended document editing tasks. We 

introduce the Find-Fix-Verify pattern to improve output 

quality in the face of uncertain worker quality. Over the 

past year, we have performed and documented dozens of 

experiments on Mechanical Turk.
5

Challenges in Programming with Crowd Workers 

 For this project alone, 

we have interacted with 8809 Turkers across 2256 different 

tasks. We draw on this experience in the sections to follow.  

We are primarily concerned with tasks where workers di-

rectly edit a user’s data in an open-ended manner. These 

tasks include shortening, proofreading, and user-requested 

changes such as address formatting. In our experiments, it 

is evident that many of the raw results that Turkers produce 

on such tasks are unsatisfactory. As a rule-of-thumb, rough-

ly 30% of the results from open-ended tasks are poor. This 

“30% rule” is supported by the experimental section of this 

paper as well. Clearly, a 30% error rate is unacceptable to 

the end user. To address the problem, it is important to un-

derstand the nature of unsatisfactory responses. 

High Variance of Effort 
Turkers exhibit high variance in the amount of effort they 

invest in a task. We might characterize two useful personas 

at the ends of the effort spectrum, the Lazy Turker and the 

Eager Beaver. The Lazy Turker does as little work as ne-

cessary to get paid. For example, when asked to proofread 

the following error-filled paragraph from a high school 

essay site,
6

A first challenge is thus to discourage or prevent workers 

from such behavior. Kittur et al. attacked the problem of 

 a Lazy Turker inserted only a single character 

to correct a spelling mistake. The change is highlighted: 

The theme of loneliness features throughout many scenes in Of Mice and 
Men and is often the dominant theme of sections during this story. This 
theme occurs during many circumstances but is not present from start to 
finish. In my mind for a theme to be pervasive is must be present during 
every element of the story. There are many themes that are present most 
of the way through such as sacrifice, friendship and comradeship. But in 
my opinion there is only one theme that is present from beginning to 
end, this theme is pursuit of dreams. 

                                                           

5
 http://groups.csail.mit.edu/uid/deneme/ 

6
 http://www.essay.org/school/english/ofmiceandmen.txt 

 

Figure 3. The Human Macro is an end-user programming 
interface for automating document manipulations. The left 
half is the user’s authoring interface; the right half is a pre-
view of what the Turker will see. 

 

Figure 2. Crowdproof is a human-augmented proofreader. 
The drop-down explains the problem (blue title) and suggests 
fixes (gold selection). 
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Figure 3: Example ad to attract users

how to create engaging and viral crowdsourcing applications
in a replicable manner. The emergence of paid crowdsourcing
(e.g., Amazon Mechanical Turk) allows direct engagement
of users in exchange for monetary rewards. However, the
population of users who participate due to extrinsic rewards
is typically di↵erent from the users who participate because
of their intrinsic motivation.
Quizz uses online advertising to attract unpaid users to

contribute. By running ads, we get into the middle ground
between paid and unpaid crowdsourcing. Users who arrive at
our site through an ad are not getting paid, and if they choose
to participate they obviously do so because of their intrinsic
motivation. This removes some of the wrong incentives and
tends to alleviate concerns about indi↵erent users that “spam”
the results just to get paid, or about workers that are trying
to do the minimum work necessary in order to get paid.
Thanks to the sheer reach of modern advertising platforms,
the population of unpaid users can potentially be orders of
magnitude larger than that in paid marketplaces. There
are billions of users reachable through advertising, while
even the biggest crowdsourcing platforms have at most a
million users, many of them inactive [19, 18]. Therefore, if
the need arises (and subject to budgetary constraints), our
approach can elastically scale up to reach almost arbitrarily
large populations of users, by simply increasing the budget
allocated to the advertising campaign. At the same time, we
show in Section 6 that our approach allows e�cient use of
the advertising budget (which is our only expenditure), and
our overall costs are the same or lower than those in paid
crowdsourcing installations.
A significant additional benefit of using an advertising

system is its ability to target users with expertise in specific
topics. For example, if we are looking for users possessing
medical knowledge, we can run a simple ad like the one in
Figure 3. To do so, we select keywords that describe the topic
of interest and ask the advertising platform to place the ad in
relevant contexts. In this study, we used Google AdWords2,
and opted into both search and display ads, while in principle
we can use any other publicly available advertising system.

Selecting appropriate keywords for an ad campaign is a
challenging topic in itself [13, 1, 20]. However, we believe
that trying to optimize the campaign only through manually
fine-tuning its keywords is of limited utility. Instead, we pro-
pose to automatically optimize the campaign by quantifying
the behavior of the users that clicked on the ad. A user
who clicks on the ad but does not participate in the crowd-
sourcing application is e↵ectively “wasting” our advertising
budget; using the advertising terminology, such user has not
“converted.” Since we are not just interested in attracting any
users but are interested in attracting users who contribute,
we use Google Analytics3 to track user conversions. Every

2

https://adwords.google.com

3

http://www.google.com/analytics

time a user clicks on the ad and then participates in a quiz,
we record a conversion event, and send this signal back to
the advertising system. This way, we are e↵ectively asking
the system to optimize the advertising campaign for maxi-
mizing the number of conversions and thus increasing our
contribution yield, instead of the default optimization for
the number of clicks.
Although optimizing for conversions is useful, it is even

better to attract competent users (as opposed to, say, users
who just go through the quiz without being knowledgeable
about the topic). That is, we want to identify users who are
both willing to participate and possess the relevant knowl-
edge. In order to give this refined type of feedback to the
advertising system, we need to measure both the quantity
and the quality of user contributions, and for each conversion
event report the true “value” of the conversion. To achieve
this aim, we set up Google Analytics to treat our site as
an e-commerce website, and for each conversion we also re-
port its value. Section 3 describes in detail our approach to
quantifying the values of conversions.

When the advertising system receives fine-grained feedback
about conversions and their value, it can improve the ad
placement and display the ad to users who are more likely
to participate and contribute high quality answers. (In our
experiments, in Section 6, this optimization led to an increase
in conversion rate from 20% to over 50%, within a period of
one month, for a campaign that was already well-optimized.)
For example, consider medical quizzes. We initially believed
that identifying users with medical expertise who are willing
to participate in our system would be an impossible task.
However, thanks to tracking conversions and modeling the
value of user contributions, AdWords started displaying our
ad on websites such as Mayo Clicic and HealthLine. These
websites are not frequented by medical professionals but by
prosumers. These users are both competent and are much
more likely than professionals to participate in a quiz that
assesses their medical knowledge—often, this is exactly the
type of users that a crowdsourcing application is looking for.

3. MEASURING USER CONTRIBUTIONS
In order to understand the contributions of a user for

each quiz, we need first to define a measurement strategy.
Measuring the user contribution using just the number of
answers is problematic, as it does not consider the quality of
the submissions. Similarly, if we just measure the quality of
the submitted answers, we do not incentivize participation.
Intuitively, we want users to contribute high quality answers,
and also contribute many answers. Thus, we need a metric
that increases as both quality and volume increase.
Information Gain: To combine both quality and quan-

tity into a single, principled metric, we adopt an information-
theoretic approach [36, 31]. We treat each user as a “noisy
channel,” and measure the total information “transmitted”
by the user during her participation. The information is
measured as the information gain contributed for each an-
swer, multiplied by the total number of answers submitted
by the user; this is the total information submitted by the
user. More formally, assume that we know the probability q
that the user answers correctly a randomly chosen question
of the quiz. Then, the information gain IG(q, n) is defined
as:

IG(q, n) = H(1/n, n)�H(q, n) (1)
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Figure 1: Screenshot of the Quizz system.

advertiser. In our case, we initiate the process with simple
advertising campaigns but also integrate the ad campaign
with the crowdsourcing application, and provide feedback

to the advertising system for each ad click: The feedback
indicates whether the user, who clicked on the ad, “converted”
and the total contributions of the crowdsourcing e↵ort. This
allows the advertising platform to naturally identify web-
sites with user communities that are good matches for the
given task. For example, in our experiments with acquiring
medical knowledge, we initially believed that “regular” Inter-
net users would not have the necessary expertise. However,
the advertising system automatically identified sites such
as Mayo Clinic and HealthLine, which are frequented by
knowledgeable consumers of health information who ended
up contributing significant amounts of high-quality medi-
cal knowledge. Our idea is inspired by Ho↵man et al. [17],
who used advertising to attract users to a Wikipedia-editing
experiment, although they did not attempt to target users
nor attempted to optimize the ad campaign by providing
feedback to the advertising platform.
Once users arrive at our site, we need to engage them to

contribute useful information. Our crowdsourcing platform,
Quizz, invites users to test their knowledge in a variety of
domains and see how they fare against other users. Figure 1
shows an example question. Our quizzes include two kinds
of questions: Calibration questions have known answers,
and are used to assess the expertise and reliability of the
users. On the other hand, collection questions have no
known answers and actually serve to collect new information,
and our platform identifies the correct answers based on
the answers provided by the (competent) participants. To
optimize how often to test the user, and how often to present a
question with an unknown answer, we use a Markov Decision
Process [29], which formalizes the exploration/exploitation
framework and selects the optimal strategy at each point.
As our analysis shows, a key component for the success

of the crowdsourcing e↵ort is not just getting users to par-
ticipate, but also to keep the good users participating for
long, while gently discouraging low-quality users from par-
ticipating. In a series of controlled experiments, involving
tens of thousands of users, we show that a key advantage

Internet�Users�(display�ads)

Advertising�
Campaign

Internet�Users�(sponsoredͲ
search�ads)

Calibration�Questions�
(with�known�answers)

Collection�Questions�
(with�uncertain�answers)

Serve�Calibration�or�
Collection�Question?

Feedback�on�conversion�and�
contributions�for�each�user�click

User�
Contribution�
Measurement

Question

Users

Figure 2: An overview of the Quizz system.

of attracting unpaid users through advertising is the strong
self-selection of high-quality users to continue contributing,
while low-quality users self-select to drop out. Furthermore,
our experimental comparison with paid crowdsourcing (both
paid hourly and paid piecemeal) shows that our approach
dominates paid crowdsourcing both in terms of the quality
of users and in terms of the total monetary cost required to
complete the task.
The contributions of this paper are fourfold. First, we

formulate the notion of targeted crowdsourcing, which allows
one to identify crowds of users with desired expertise. We
then describe a practical approach to find such users at scale
by leveraging existing advertising systems. Second, we show
how to optimally ask questions to the users, to leverage
their knowledge. Third, we evaluate the utility of a host of
di↵erent engagement mechanisms, which incentivize users to
contribute more high-quality answers via the introduction of
short-term goals and rewards. Finally, our empirical results
confirm that the proposed approach allows to collect and
curate knowledge with accuracy that is superior to that of
paid crowdsourcing mechanisms at the same or lower cost.

Figure 2 shows the overview of the system, and the various
components that we discuss in the paper. Section 2 describes
the use of advertising to target promising users, and how
we set up the campaigns to allow for continuous, automatic
optimization of the results over time. Section 3 shows the
details of our information-theoretic scheme for measuring
the expertise of the participants, while Section 4 gives the
details of our exploration-exploitation scheme. Section 5
discusses our experiments on how to keep users engaged,
and Section 6 gives the details of our experimental results.
Finally, Section 7 describes related work, while Section 8
concludes.

2. ADVERTISING FOR TARGETING USERS
A key problem of every crowdsourcing e↵ort is soliciting

users to participate. At a fundamental level, it is always
preferable to attract users that have an inherent motivation
for participation. Unfortunately, repeating the successes of
e↵orts such as Wikipedia, TripAdvisor, and Yelp seems more
of an art than a science, and we do not yet fully understand

144
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contributed articles

Chapel Hill) finished tenth by locating 
six balloons. 

Two months later, at the Comput-
er-Supported Cooperative Work Con-
ference (http://www.cscw2010.org/) 
in Savannah, GA, a special session 
dedicated to lessons learned from the 
Challenge brought together represen-
tatives from the winning MIT team, 
the GTRI team, and the iSchools team 
to compare and contrast among the 
strategies and experiences across the 
teams. There, members of the MIT 
and iSchools teams reflected on their 
strategies, how they validated their 

balloon sightings, and the role of so-
cial networking tools in their process. 
While the GTRI team was unavailable 
for this article, we report on what they 
shared at the CSCW session and pub-
lished elsewhere.6,11,12 

MIT Team 
The MIT team learned about the Chal-
lenge only a few days before the bal-
loons were deployed and developed a 
strategy that emphasized both speed 
(in terms of number of people recruit-
ed) and breadth (covering as much U.S. 
geography as possible). They set up a 

platform for viral collaboration that 
used recursive incentives to align the 
public’s interest with the goal of win-
ning the Challenge. This approach was 
inspired by the work of Peter S. Dodds 
et al.5 that found that success in us-
ing social networks to tackle widely 
distributed search problems depends 
on individual incentives. The work of 
Mason and Watts7 also informed the 
use of financial incentives to motivate 
crowdsourcing productivity. 

The MIT team’s winning strategy 
was to use the prize money as a finan-
cial incentive structure rewarding not 
only the people who correctly located 
balloons but also those connecting 
the finder to the MIT team. Should the 
team win, they would allocate $4,000 
in prize money to each balloon. They 
promised $2,000 per balloon to the 
first person to send in the correct 
balloon coordinates. They promised 
$1,000 to the person who invited that 
balloon finder onto the team, $500 
to whoever invited the inviter, $250 
to whoever invited that person, and 
so on. Any remaining reward money 
would be donated to charity. 

Figure 2 outlines an example of this 
recursive incentive structure. Alice 
joins the team and is given an invite 
link, like http://balloon.mit.edu/alice. 
Alice then emails her link to Bob, who 
uses it to join the team as well. Bob 
gets a unique link, like http://balloon.
mit.edu/bob, and posts it on Face-
book. His friend Carol sees it, signs up, 
then twitters about http://balloon.mit.
edu/carol. Dave uses Carol’s link to 
join, then spots one of the DARPA bal-
loons. Dave is the first person to report 
the balloon’s location to the MIT team, 
helping it win the Challenge. Once 
that happens, the team sends Dave 
$2,000 for finding the balloon. Carol 
gets $1,000 for inviting Dave, Bob gets 
$500 for inviting Carol, and Alice gets 
$250 for inviting Bob. The remaining 
$250 is donated to charity. 

The recursive incentive structure 
differed from the direct-reward op-
tion of giving $4,000 per balloon 
found in two key ways: First, a direct 
reward might actually deter people 
from spreading the word about the 
MIT team, as any new person recruit-
ed would be extra competition for the 
reward. Second, it would eliminate 
people living outside the U.S., as there 

Figure 1. Locations in the DARPA Red Balloon Challenge.

Figure 2. Example recursive incentive-structure process for the MIT team. 

Balloon 
found!

Alice wins $750
Bob wins $500
Carol wins $1,000
Dave wins $2,000

ALICE 
$250 
$500

BOB 
$500

CAROL 
$1,000

DAVE 
$2,000

$1,000

$2,000

Another 
balloon 
found!
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ABSTRACT

Collaborative networks are composed of experts who coop-
erate with each other to complete specific tasks, such as
resolving problems reported by customers. A task is posted
and subsequently routed in the network from an expert to
another until being resolved. When an expert cannot solve
a task, his routing decision (i.e., where to transfer a task) is
critical since it can significantly affect the completion time
of a task. In this work, we attempt to deduce the cognitive
process of task routing, and model the decision making of
experts as a generative process where a routing decision is
made based on mixed routing patterns.

In particular, we observe an interesting phenomenon that
an expert tends to transfer a task to someone whose knowl-
edge is neither too similar to nor too different from his own.
Based on this observation, an expertise difference based rout-
ing pattern is developed. We formalize multiple routing
patterns by taking into account both rational and random
analysis of tasks, and present a generative model to com-
bine them. For a held-out set of tasks, our model not only
explains their real routing sequences very well, but also accu-
rately predicts their completion time. Under three different
quality measures, our method significantly outperforms al-
l the alternatives with more than 75% accuracy gain. In
practice, with the help of our model, hypotheses on how to
improve a collaborative network can be tested quickly and
reliably, thereby significantly easing performance improve-
ment of collaborative networks.
Source Code
http://www.cs.ucsb.edu/~huansun/behavemodel.htm

Categories and Subject Descriptors

H.1.2 [Information Systems]: Models and Principles—
Human information processing;Human factors

Keywords

Collaborative Network; Generative Model; Task Routing;
User Modeling
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1. INTRODUCTION
Collaborative networks are abundant in real life, where ex-

perts collaborate with each other to complete specific tasks.
In service businesses, a service provider often maintains an
expert network where service agents collaboratively solve
problems reported by customers. Bugzilla[1] is a bug track-
ing system where software developers jointly fix the report-
ed bugs in projects. In a classic collaborative network, upon
receiving a task, an expert first tries to solve it; if he fails,
the expert will route the task to another expert. The task
is completed until it reaches an expert who can provide a
solution.
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Figure 1: A Sample Collaborative Network

Figure 1 shows a sample collaborative network with task
routing examples. Task t1 starts at expert A and is resolved
by expertD, and task t2 starts at expertD and is resolved by
expert F . The sequences A → B → C → D and D → E →
F are called routing sequences of task t1 and t2 respectively.
The number of experts on a routing sequence measures the
completion time of a task. The average completion time
of tasks signifies the efficiency of a collaborative network in
problem solving: the shorter, the more efficient.

When the number of experts in a collaborative network
becomes large, to whom an expert routes a task significant-
ly affects the completion time of the task. For example, in
Figure 1, task t1 can be directly routed to the resolver D
from A. In this case the routing decision made by expert A
is critical. Therefore, understanding how an expert makes a
certain routing decision and detecting his routing behavioral
patterns will help us identify the inefficiency of a collabora-
tive network.

The task resolution problem in collaborative networks has
been studied before. Shao et al.[18] propose a sequence min-
ing algorithm to improve the efficiency of task resolution in
IT service. Miao et al.[12] develop generative models and
recommend better routing by considering both task routing
sequences and task contents. In [22], Zhang et al. study the
resolution of prediction tasks, which are to obtain probabili-
ty assessments for a question of interest. All of these studies
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