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The increasing interest in scene text reading in multilingual environments raises the need to recognize and
distinguish between different writing systems. In this paper, we propose a novel method for script identification
using convolutional features for the traditional bag-of-words model in a combination with weighting by means
of intra-cluster information entropy. This approach exploits the expressive representation of convolutional neural
networks, which have displayed outstanding performance in many text analysis and recognition tasks in recent
years, discriminative power of script-characteristic features, and generalization abilities of bag-of-words model.
The proposed method is evaluated on two public benchmark datasets for script identification. The experiments
demonstrate that our method outperforms the baseline and yields competitive results.

1. Introduction

Script identification is a task of recognizing the writing

system, a script such as Latin alphabet and Chinese charac-

ters, used in a piece of text. Due to increasing globalization

of the world and mixing demographics, we can encounter

text in various writing systems in our everyday lives. In

such multilingual environments, text script identification is

a very important task and a pre-requisite for successful au-

tomatic scene text reading.

In this paper, the problem of script identification at the

text line level in natural scene images is addressed. Most

end-to-end text reading systems for scene text are either

designed to recognize text only in Latin alphabet. Some

can be used for recognition of multiple writing systems, but

they do not support the actual recognition of what writ-

ing system is used in the detected text, which makes them

unable to utilize different text recognition models for differ-

ent scripts. Therefore, the script identification is a crucial

task whose employment in an end-to-end text reading sys-

tem can open the path to fully-automatic scene text reading

supporting a multitude of writing systems.

The early works tackling the problem of script identifica-

tion, which precede the surge of interest in scene text read-

ing, focused solely on printed or handwritten documents

[1, 2].

The script identification in scene text is a challenging

problem mainly due to

• high variance in font, color, and flow of the text, which

is not constrained by a regular layout as in case of

documents,

• possible presence of complex background and other

noise caused by the surrounding environment,

• subsets of characters appearing in more than one

script, making it more difficult to recognize the script

on the word level and impossible on character level.
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The method presented in this paper employs convolu-

tional features, which have been shown to exhibit high ex-

pressiveness in representation, in a combination with the

traditional bag-of-words approach which provides useful

generalization. In addition, weighting by means of the infor-

mation entropy in partitioned feature space is introduced.

2. Related Work

Gllavata et al. [3] were the first one to perform script

identification on images with more complex backgrounds

than printed or handwritten documents. They use several

handcrafted features to train a k-nearest neighbor classi-

fier to recognize two categories, Latin alphabet and other

ideographic scripts such as Chinese characters, in video cap-

tions.

Shi et al. [4] use a convolutional neural network (CNN)

with a spatially-sensitive pooling layer, which accepts in-

puts of arbitrary widths and makes the network invariant

to horizontal positions of responses while keeping informa-

tion about vertical positions. In their more recent work [5],

they extend their spatially-sensitive pooling layer with dis-

criminative encoding learned by a discriminative clustering

method proposed by Singh et al. [6]

Gomez et al. [7] have explored clustering convolutional

features from random text patches to find more discrimina-

tive patches and weigh them by their distance to the closest

patch template of a different class. More recently, Gomez et

al. have trained an end-to-end model which consists of an

ensemble of identical networks conjoined at the last fully-

connected layer [8] to make the network learn more discrim-

inative features, taking inspiration from Siamese networks

[9].

Our method, similarly to [5, 7], tries to explicitly dis-

cover discriminative features in the text by clustering and

weighing individual text patches used for global classifica-

tion of whole text lines. However, we try to calculate the

relevance and discriminative power of respective clusters by

the amount of information in the clusters.
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3. Methodology

Our method performs script identification on text line

level, which means that every text line is assigned one class

label in the classification process. Images of pre-segmented

text lines are converted into gray-scale color space and used

to create a training set of patches by extracting square

patches from the text line images in a sliding window fash-

ion at two scales, full text line height and two third of the

text line height. The extracted patches are resized to a

fixed height of 32 × 32 pixels and they are used to train a

convolutional neural network (CNN).

Each image can be classified by taking the average of

class probabilities of all patches extracted from the image

and fed to CNN to form a global classification rule. How-

ever, in ordinary patch-based classification, all patches are

treated equally and have the same importance in the global

classification. As pointed out in [7], certain characters or

parts of characters have low information value for recogni-

tion of the script used in the text as they appear in multiple

scripts, whereas other characters or their parts are more dis-

criminative by being unique to only one or a small number

of scripts. Therefore, it is desirable to give priority to the

patches containing more discriminative features and ignore

those with low discriminative power in the global classifica-

tion.

3.1 Entropy-weighted Patches
In order to prioritize the more discriminative patches in

the global classification of a text line, we introduce weights

into the global classification rule. To learn the weights, we

take the outputs of the penultimate fully-connected layer

from a trained CNN as feature vectors and subsequently

use them to partition the feature space by the k-means al-

gorithm.

The patches with highly discriminative features are ex-

pected to be further away from patches of other classes

in the feature space while patches with low discrimina-

tive power are likely to be mixed up with patches of other

classes. Therefore, clusters containing text patches with

high discriminative power are expected to be purer and con-

tain patches of one or only a few classes while clusters with

patches of low discriminative power will contain patches of

many classes and have low purity. These attributes are em-

ployed to compute the weights of each cluster by means

of intra-cluster information entropy. The weight ωcl of a

cluster cl is defined as

ωcl = lnC −
C∑

i=1

ni

Ncl
ln

ni

Ncl
, (1)

where C refers to number of classes, Ncl to the total number

of samples in a cluster, and ni to the number of samples

of a specific class i in a cluster cl. The clusters of high

purity thus have big weights while impure clusters have low

weights. The weight values are scaled to fit within the ⟨0, 1⟩
range.

At testing time, the weights of all patches are determined

by what cluster the respective patch belongs to, which is

Input 1x32x32 image patch

Conv1 96 channels, 5x5 filter, padding 2x2, ReLU

MaxPooling1 pool size 3x3, stride 2

Conv2 256 channels, 3x3 filter, padding 2x2, ReLU

MaxPooling2 pool size 3x3, stride 2

Conv3 384 channels, 3x3 filter, padding 1x1, ReLU

MaxPooling3 pool size 3x3, stride 2

Conv4 512 channels, 3x3 filter, padding 1x1, ReLU

MaxPooling4 pool size 3x3

FC5 512 neurons, ReLU, dropout 0.5

FC6 96 neurons, ReLU, dropout 0.5

FC7 #classes neurons, softmax

Table 1: The details of the network architecture used in the

experiments. #classes refers to the number of classes in a

dataset.

performed by finding the nearest cluster center point. The

global classification rule is then defined as the average of

weighted softmax outputs f(·) over all N patches xi ex-

tracted from a text line:

y =
1

N

N∑
i=1

ωif(xi). (2)

3.2 Bag of CNN Words
The patch-based approach of our method allows us to

adopt the traditional bag-of-words method which can be

employed to train a global classifier for the whole text lines.

The codeword dictionary for bag-of-words is created by

applying the k-means clustering algorithm in the same way

as described in 3.1 and selecting the found cluster centers

as the codewords. A batch of patches extracted from the

input image is fed into the trained CNN and the outputs

from the penultimate layer are used as feature vectors which

are transformed into codewords by finding their respective

nearest cluster centers in the feature space. The gener-

ated batch of codewords is then represented as a sparse

histogram of codewords. Finally, the bag-of-words repre-

sentation of all images in the training set is used to train a

multi-layer perceptron (MLP) classifier for the global clas-

sification of unlabeled text line images.

The bag-of-words approach and the approach described

in 3.1 are combined by using the entropy-based weight val-

ues to weight the individual codewords of the bag-of-words

dictionary, which is performed by applying the weights di-

rectly to individual values in the codeword histograms by

element-wise multiplication defined as

hω = ω ⊙ h, (3)

where h is a vector of codeword histogram values, ω the

cluster weights, and hω the weighted histogram. The

weighted histograms are then used to train the MLP for

final classification in the same fashion as non-weighted bag-

of-words histograms.

4. Experiments

The experiments were conducted on two datasets, SIW-

13 [5] and MLe2e [8].
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Figure 1: Overall structure of the whole pipeline of the pro-

posed method using weighted bag-of-words model. Outputs

from the penultimate layer of CNN are clustered by k-means

and codeword dictionary is created for bag-of-words. The

histograms of codewords are weighted by calculated weights

based on information entropy and they are used to train the

final MLP classifier.

The SIW-13 dataset consists of images of pre-segmented

text lines in thirteen different scripts: Arabic, Cambo-

dian, Chinese, Latin alphabet, Greek alphabet, Hebrew,

Japanese (all three script types used in Japanese consid-

ered as one), Kannada, Hangul, Mongolian, Cyrillic alpha-

bet, Thai, and Tibetan.

The MLe2e dataset comprises text lines in four scripts:

Latin alphabet, Chinese, Kannada, and Hangul.

4.1 Implementation Details
We follow previous works and use a network architecture

[10] which shows outstanding results on tasks related to text

analysis and we further optimize the network for our task

by repeated experiments. The structure of the network is

described in detail in Table 1. Categorical cross-entropy is

used as the loss function and the network is trained using

stochastic gradient descent with learning rate set to 0.01

and momentum to 0.9. Dropout [11] is used between the

fully-connected layers to reduce early overfitting on training

data.

The structure of the whole pipeline of the proposed

method is shown in Figure 1.

4.2 Baseline Method
The baseline method uses the same CNN architecture

as the proposed method and the same text patches for

training. The classification rule is defined as the average

of softmax outputs over all patches extracted from a text

SIW-13 MLe2e

Shi et al. [5] 89.4 -

HUST [12] 88.0 -

Gomez et al. [8] 94.8 94.4

Nicolaou et al. [13] 83.7 -

CNN baseline 91.14 94.70

Entropy-weighted CNN 91.43 94.86

Bag of CNN words 91.86 95.47

Bag of entropy-weighted CNN words 91.94 95.60

Table 2: Comparison of classification performance of our

proposed method (bottom) with the baseline method (mid-

dle) and related work (top) on SIW-13 and MLe2e datasets.

Figure 2: Examples of correct classifications of difficult sam-

ples in the SIW-13 dataset.

line, which means the average of class probabilities over all

patches. The main drawback of the baseline method is that

it considers each patch in the text line equally important

for classification of the whole text line.

4.3 Results
As can be seen in Table 2, the proposed method out-

performs the baseline method on both benchmark datasets,

yielding competitive results. The results indicate that both

entropy-based weighing and bag-of-words contribute to an

enhancement of the performance as they both improve the

classification accuracy when used separately. The Figure

5 shows that misclassifications most frequently happen be-

tween scripts which share a subset of characters or exhibit

clearly noticeable similarities.

Figure 4 displays examples of text patches in a cluster of

low entropy and high entropy, respectively. It is apparent

that text patches gathered in a cluster of low entropy con-

tain distinctive features which make it easy to recognize the

script while text patches in a high-entropy cluster consist of

a lot of unclear strokes and patterns appearing in multiple

scripts.

5. Conclusion

A novel method for script identification in real-world

scene text has been proposed. The method combines pri-

oritizing of more discriminative features in the text using

information entropy with the traditional bag-of-words ap-

Figure 3: Examples of misclassifications on the SIW-13

dataset.
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Figure 4: Examples of samples in a cluster of high entropy

(top) and samples in a cluster of low entropy (bottom).

It shows that the clusters with low entropy contain text

patches with features that are unique to specific scripts,

thus are more discriminative and important for global clas-

sification than patches belonging to clusters of high entropy.

Figure 5: Classification confusion matrix on SIW-13 dataset

using bag of entropy-weighted CNN words. The results

show that the Latin, Greek, and Cyrillic alphabets, which

are all derived from the same origin and share many same

characters, are the most difficult to correctly recognize be-

cause of their high mutual similarities. Similarly, Chinese

and Japanese are difficult to distinguish due to mutual shar-

ing of a subset of characters.

proach to enhance the already powerful representation of

convolutional features.

Experiments conducted on public benchmark datasets

for scene text script identification show that the proposed

method produces competitive results.
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