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Serendipitous music recommenders (SMRs), unlike traditional recommender system, recommend the items that
user will not expect, but may find them interesting which result in a better performance. However, current available
SMRs need user interaction to generate an unexpected recommendation list. Hence, we propose an automatic SMR
algorithm inspired by bisociations concept, which is implemented using probabilistic logic framework.

1. Introduction

People are increasingly overwhelmed by information

available online channels which seem to provide ample

choices. It has become more challenging for people to find

the choice that will perfectly satisfy their needs. In addi-

tion, some may have insufficient experience to make right

decisions. Hence, it becomes necessary to have a tool which

can scope or screen choices for the users or suggest other

alternatives that users do not even know that they exist.

With this tool, user will have more chances to make a bet-

ter decision or select a better choice. Such tool is known as

“Recommender Systems”.

In developing a recommender system, the traditional

techniques including content-based and collaborative filter-

ing are commonly used. Both techniques assume that users

want to see the content that is similar to what they al-

ready rate highly (content-based) or similar to the content

their friends rate highly (collaborative filtering). With these

techniques, users are locked into the clusters of similarity

with no or low chances of discovering things that are truly

novel to them. The recommendations might be boring since

they are too predictable, especially for the music recom-

mender system. The recommended music is basically sim-

ilar to the previous set of music in users’ activities either

based on music contents (i.e., rhythm pattern, melodious-

ness) or music context (i.e. artist, tags).

To broaden the choices, increase the chances for users to

discover music that are unexpected and truly novel and to

open up a whole new musical universe to users, the notion

of “serendipity” has been recently proposed. However, to

generate an unexpected recommendation list in most exist-

ing algorithms require user interaction.

In this paper, we, therefore, propose an alternative au-

tomatic serendipitous music recommendations (SMR) algo-

rithm inspired by bisociative knowledge discovery concept

and is implemented using probabilistic logic framework.

2. Related Works

In this section, some of the recent works on serendipitous

music recommender systems and bisociative knowledge dis-
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covery are discussed.

2.1 Serendipity
Serendipity is currently a hot topic in recommendation

systems. A number of different approaches to serendip-

itous recommender systems have been proposed includ-

ing [Shani 11], [Iaquinta 08], [Kawamae 10]. However,

there are two problems commonly found when introduc-

ing serendipity into recommender systems. One problem is

that the quality of predictions become progressively worse,

so there is a need to find the right balance between simi-

larity and novelty, and between the immediate surrounding

and the periphery [Adamopoulos 14]. The other problem

is that the proposed algorithms mostly require users’ inter-

action to generate unexpected recommendation lists, e.g.,

[Stober 12] propose a music recommendation using Music-

Galaxy, an adaptive user interface application for exploring

music collections.

2.2 Serendipity in Music
The methodologies currently used for developing music

recommender system can be classified into three different

categories [Schedl 12]: music content-based, music context-

based, and collaborative filtering-based. All of them share

the common concept which is to create the recommendation

lists based on the musical similarity.

In content-based, the similarity may be computed on

some sort of acoustic features extracted from the audio sig-

nal via signal processing techniques. Alternatively, context-

based approach or collaborative filtering-based approach

derives the musical similarity from listening co-occurrences

among users.

However, each approach has its own disadvantages. For

example, the recommendation list by music content-based

approach is too perfect or homogeneous, and boring since

the recommendations should be similar, but too similar. In

music context-based, most data is on artist level, thus too

similar and no novelty. Similarly, collaborative filtering-

based typically analyzes all users’ model globally only

one aspect which is, e.g., listening or buying. Both mu-

sic context-based and collaborative filtering-based are also

faced with the lack of data problem or cold-start problem,

not unlike the other researchers in the field. Cold-start

problem has a big impact on the quality of recommenda-

tion.
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Improving recommendation performance no longer de-

pends only on the efficiency of the similarity algorithms,

the serendipitous music recommendation becomes an op-

tion for users to increase the chances to discover music that

are truly novel and unexpectedly useful.

[Zhang 12] introduced the Auralist recommendation

framework which attempts to inject serendipity into rec-

ommendations whilst limiting the impact on accuracy. The

two novel serendipity-enhancing techniques, Community-

Aware Auralist and Bubble-Aware Auralist were presented.

Both can be combined with the existing ranking methods

through hybrid recommendation approach.

Community-Aware Auralist interpolates a new item-

based collaborative filtering algorithm called Artist-based

LDA. Artist-based LDA is based on Latent Dirichlet Allo-

cation and is combined with Listener Diversity. Bubble-

Aware Auralist is the combination of Artist-based LDA

and Declustering algorithm. Community-Aware Auralist

and Bubble-Aware Auralist effectively boost novelty, di-

versity and serendipity scores, with the latter offering a

better trade-off with regards to accuracy. However, these

serendipity-enhancing methods still neither include the ex-

plicit user feedback to shape the algorithm interpolation

for individual users nor allow the system to adapt to the

adventurousness and mood of different personalities.

In this paper, we present an alternative solution to the

serendipitous music recommendation problem using proba-

bilistic logic framework to model and to generate the rec-

ommendations. This framework also provides a mechanism

to extend the system by incorporating and reasoning over

currently unspecified types and similarity measures of addi-

tional information collected from several sources. We also

define the relations or links crossing different context do-

mains. Thus, it leads to the use of bisociative knowledge

discovery concept to find yet unexpected interesting links

to generate the serendipitous recommendation lists. The

details of our methodology will be discussed in the third

section.

2.3 Bisociative Knowledge Discovery
Bisociative knowledge discovery focuses on the discovery

of surprising relations in the repositories coming from di-

verse origins or heterogeneous data sources, forming differ-

ent domain [Nagel 11]. The term “bisociation” was coined

by Koestler in 1964∗1. According to Koestler, the two con-

cepts are bisociated if and only if there is no direct, obvious

evidence linking them. Besides, one concept has to cross

contexts to find the link and the new link provided provides

some novel insight. The promising approach for bisociations

data exploration is the graph structure [Berthold 12].

As mention above, [Stober 12] proposed a serendipi-

tous music recommendation using MusicGalaxy applica-

tion. They turned their music discovery application into

an environment that supported bisociative music discov-

ery. The idea is to combine two distinct domain views

into one visualization using the secondary focus to highlight

connections to the nearest neighbors in a different domain

∗1 Koestler, A.: The Art of Creation, Macmillan (1964)

than the one used for projection. The “primary domain”

is directly visualized by the projection and contains the

displayed tracks connected by neighborhood relations that

are implicitly induced between each track and its neighbors

in the projection while the “secondary domain” is used to

identify nearest neighbors for the secondary focus distortion

and not directly visible to the user. A bisociation occurs in

this setting if two tracks are not neighbors in the projection

domain but are connected in the secondary domain.

However, [Stober 12] focused only on the field of biso-

ciative music collection exploration using a user interface

which integrated the music graph information for each

user’s interaction and led to the highlighted secondary do-

main focusing for serendipitous music discovery.

3. Method

To reach our goal in designing and building an automatic

serendipitous music recommender system inspired by biso-

ciative knowledge discovery concept, the designed algorithm

was implemented using probabilistic logic framework.

The success of Inductive Logic Programing and Statisti-

cal Relational Learning has been shown in the number of

researches. For example, the recent work of Hoxha and

Rettinger in 2013 [Hoxha 13] and Kouki et al. in 2015

[Kouki 15] which applied Inductive Logic Programing and

Statistical Relational Learning to the hybrid recommenda-

tions proved that incorporating additional information for

users and items is beneficial to the cold-start settings in

particular [Gantner 10]. The recent progress in relational

learning was presented in [Hoxha 13], a probabilistic graph-

ical modeling representation using Markov Logic Networks

to combine content-based with collaborative filtering.

In the first-order logic rules, constants represent the ob-

jects in a domain of interest. Variable symbols range over

the objects. Predicate symbols represent the relationship

between objects or features of objects. Variables and con-

stants might be typed, in which case variables only range

over objects of the given type. The recommendation task

begins with predicting the existence probability of a rela-

tion between particular user and particular item. Then, re-

turning the recommendation for the query predicate, e.g.,

rates(“Bob”, “book1”, r), by choosing the items with the

high probability according to the specified threshold.

In 2015, the study by [Kouki 15] showed that Statistical

Relational Learning framework could be used to develop

a general and extensible hybrid recommendation system

framework called Hybrid Probabilistic Extensible Recom-

mender. This framework also provided a mechanism to ex-

tend the system by incorporating and reasoning over cur-

rently unspecified types and similarity measures of addi-

tional information collected from several sources. A learn-

ing method used to appropriately balance the different in-

put signals from many information sources was also dis-

cussed.

The evidences from the researches by [Hoxha 13] and

[Kouki 15] discussed above indicate that relational learn-

ing provides a better recommendation performance by in-
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corporating additional information compared to traditional

method with a single dyadic relationship between the ob-

jects, i.e. users and items. Hence, the relational learning

became our interest to model and provide a potential solu-

tion for serendipitous music recommendations.

We use probabilistic logic framework, a kind of relational

learning in which some of the facts are annotated with prob-

abilities, since it is suitable for representing and solving

bisociative knowledge discovery problem for music recom-

mendations. ProbLog [De Raedt 07], a probabilistic logic

tool, is chosen for our implementation. ProbLog is a tool

that allows us to intuitively build programs that encode

complex interactions between large sets of heterogeneous

component and Inherent uncertainties that are presented

in real-life situations. With ProbLog, it is also easier to de-

scribe the relations between the items in dataset than other

representation method such as matrix.

The ProbLog syntax is used to describe the model of

item-item similarities, according to bisociations concept, as

the “primary” interesting domain. This model matches the

music purchased or rated by a target user to the similar

music in the dataset and then adds all similar music into a

recommendation list like traditional item-based collabora-

tive filtering algorithms.

For the “secondary” domain in bisociations, we tested on

both the text analysis and semantics. The lyric content of

all songs was analyzed and compared in terms of semantics.

Our serendipitous recommendation is the matched songs in

the secondary domain which have the same semantic lyric

content with the active song in primary domain and are

excluded in recommendation list generated by primary do-

main only (Fig. 1 modified from [Berthold 12]). The initial

experiment for proof of concept will be discussed in next

section.

Figure 1: Find interesting bridging nodes at the intersection

of the two domains

4. Experiment for Concept Proof

The goal of our study is to build a more flexible model

for serendipitous music recommendations by combining the

incorporated data from different aspects or different lev-

els. We used ProbLog, the probabilistic logic framework,

to implement and test a serendipitous music recommenda-

tion inspired by bisociative knowledge discovery.

4.1 Datasets
Our initial experiments were mainly conducted over a 1k

Last.fm user dataset∗2 which was collected by Òscar Celma

in 2008. It contained the 〈user-id, timestamp, artist-id,

artist-name, song-id, song-title〉 tuples of 1,000 users which

were retrieved via Last.fm’s web service. For music descrip-

tion dataset which contained music content and context, the

subset of One Million Songs Dataset∗3 consisting of 10,000

HDF5 song files and all music features was used in addi-

tion to SQLite database files. For the lyrics, musicXmatch

dataset∗4 which provided the official lyrics collection of One

Million Songs Dataset was used.

These three datasets were aggregated and converted into

Prolog file format to form an input for our implementation.

4.2 Evaluation of Serendipity
[Adomavicius 05] suggested that recommender systems

should be evaluated not only by their accuracy, but also

by other important metrics such as serendipity, unexpect-

edness, and usefulness. In order to accurately and precisely

measure the unexpectedness of candidate items and gener-

ate recommendation lists, the metric introduced by [Ge 10]

was used to evaluate our method. The unexpected set of

recommendations can be calculated as follows:

UNEXP = RS \ PM (1)

where PM is a set of recommendations generated by a prim-

itive prediction model and RS is the recommendations gen-

erated by our serendipitous recommendation. Any RS el-

ement which does not appear in PM is considered as an

unexpected.

As [Ge 10] argues, unexpected recommendations may not

always be useful and, hence, they also propose a serendipity

measure as:

SRDP =
|UNEXP ∩ USEFUL|

|N | (2)

where USEFUL is the set of useful items and N is the length

of the recommendation list. For instance, the usefulness of

an item can be approximated by the users’ feedbacks.

4.3 Initial Experiment Result
We focus only on SRDP measure to evaluate our model

which recommends the music that user does not expect,

but may find it them interesting. The average SRDP result

for initial experiment with similar lyric contents as the sec-

ondary domain is 35.62% (recommendation list size = 10).

The initial experiment shows a positive result for serendip-

itous music recommendation. Additional experiment with

another secondary domain definitions and results analysis

is currently on going.

5. Discussion

This paper proposed a promising solution to serendipi-

tous music recommendation problem. To develop a fully

∗2 http://www.dtic.upf.edu/∼ocelma/MusicRecommendation
Dataset/lastfm-1K.html

∗3 http://labrosa.ee.columbia.edu/millionsong/
∗4 http://labrosa.ee.columbia.edu/millionsong/musixmatch/
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automatic serendipitous music recommender system, an

SMR algorithm inspired by bisociative knowledge discov-

ery concept was proposed. The designed algorithm was im-

plemented using ProbLog, a probabilistic logic framework.

The result of our initial experiment on Last.fm dataset with

semantic lyric contents as a secondary domain in bisocia-

tions is promising and encouraging to make further experi-

ment on this approach.

More work is currently under way to test on alternative

secondary domain definitions. Music emotion is one of our

interests since music could well expresses feelings and lead

to serendipitous music discovery by finding the similar songs

with same emotion in secondary domain in bisociations con-

cept. Another interesting point is the pairs of people who

start listening to the same song within the same time. This

“same song within same time” for bisociative secondary do-

main is inspired by Kyle McDonald’s serendipity project.∗5

According to his study, in every second, there are at least 10

pairs of people who start listening to the same song within

a tenth of a second of each other. It would be interesting if

we can find the links between the pairs of users who share

the same music tastes. For instance, if one is listening to

a popular song, there is a good chance that someone else

is listening to it in sync with the person. This will be a

subject for further study in details.
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