Predicting tourism trends through the data of online communications
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This paper is focusing on telling the effectiveness of the data from web communities to forecast travel trends in real world. The experiments are proposed to discover the difference of various feature-sets in the progress of forecasting Chinese people going traveling in Japan.

1. Introduction

The status of the tourism market is one of the most important indexes of development of one country. As a result, tourism forecasting is a fervid topic in the economics field. In the past decades, many researches have been done with multiple economic models, including time-series models, the econometric approach as well as some emerging new statistical and nonstatistical methods, along with various data resources. In the field of tourism demand forecasting, the researches cover the categories of the latest methodological developments [Xu 2012], forecast competition, combination and integration [Song 2012], tourism cycles [Gouveia 2005], turning points, directional changes and seasonality analysis, events’ impact analysis [Eugenio-Martin 2005] and risk forecasting [Prideaux 2003] in addition to some general observations [Song 2007].

With the widely use of machine learning tools, some recent studies tried to apply machine learning algorithm to this task and got progresses. Nowadays, the Artificial Neural Network (ANN) is often applied in the relevant studies and the Support Vector Regression (SVR) was first introduced to this area in 2006 [Pai 2006]. But SVR was not largely used in these kinds of researches, as traditionally the data used is obtained annually which normally contains around ten to dozens of years. Some has use the daily booking information from hotels or ticket offices. In these cases, the studies are focusing on a single problem such as a sightseeing place or a city [Xu 2012]. More studies were about the transportation services demand prediction [Totamane 2012].

In this paper, we are taking Japan, the country with golden value in the travel market, as a target place and try to use the support vector regression to analyze the travel population from China. As none of current study use the data from online communities (such as forums, online travel guides, etc.), as well as none of them focusing the context in Chinese. The data from a Chinese travel forum is collected and used as features in this study. Also other data related to tourism market is also collected and used in the experiments. In order to tell the effectiveness of using the analyzing results of the data from online communities to forecast travel trends of people in real world, we propose an experiment to discover the effectiveness of different web data to predict Chinese people go traveling in Japan.

In the next section, we describe the data sets used in the methods, and the theory of the methods will be explained in the third section. The fourth section will cover the experiment and followed by the last summary of the study.

2. Data Sets

2.1 Data set from the web community

Compare with most of the travel population researches which often use seasonally data and annual data, we use monthly data to apply with our methods. As around 70% of the Chinese travelers stay in Japan less than a week [JNTO 2013], it is for sure that one month could normally cover one’s integral trip. In this paper, the real communication data are collected from one of the most popular traveling online forums in China named “QYER” (place,qyer.com). This website is chosen for several reasons. One is that the data from this site dates back to 2005, which makes it the oldest forum among the all. Moreover, it also provides the editing and replying information for us to crawl. In total, 54,870 posts from this forum have been collected, including 6,144,221 Chinese characters from November 2005 to August 2014. Among them, 74 months of data, from July 2008 to August 2014, are consecutive in time for the next process.

To determine the popular characters related to the topics about traveling in Japan from the raw data, the concept of TF-Idf is used here. "TF" means term frequency, which shows the number of times a word appears in the document, while "Idf" as the inverse document frequency, gives the inverse frequency of the word in the corpus. It is a numerical statistic method, which could reflect how important a word is to a document in a collection or corpus. In this study, we use Sogou corpus [R&D Center of SOHU 2008], a corpus with 17,991 news articles in Chinese. Using TF-Idf as the weighting factor here we could get a rank of the popular Chinese words of this forum, so that the top-eight popular words could be discovered. The TF-Idf result of the top eight words shows in Table 1. Then the numbers of times these characters used by time are used as one set of features for the support vector machine. Moreover, the numbers of times
users replying and editing related topics online are used as another set of features here for a same progress.

2.2 Data sets related to the tourism market

In study of tourism market, some indexes could have influence on the change of travel population. In the situation of transnational tourism, the currency exchange rate plays a great role in affecting the travel trends. Here we collect the monthly exchange rate between Japanese Yen (JPY) and Chinese Yuan (CNY) from the year of 2008 to the year of 2014 [BOJ 2014]. Since we took travel as a consumer behavior, the consumer price index (CPI) of China also has impact on the tourism activities of Chinese people. As a result, the monthly CPI data is gathered from the National Bureau of Statistics of the People’s Republic of China [CPI 2014]. As well as consumer price index, the Gross Domestic Product (GDP) of a city or a country is also a good index for traditional tourism demand forecasting task. However the GDP is seasonally counted by the government, which is not suitable for our experiment. Finally, to the local situation of China, the national holidays, such as “the golden week” or “the spring festival”, are taken as one set of features for the experiment. The information comes from the general office of the State Council of China, which publishes the holiday schedule of each year [GO-SCC 2014].

Moreover, the historical data of population traveled in Japan each month since 2008 is collected from the Japan National Tourism Organization [JNTO 2014].

3. Proposed Methods

In this study, the Support Vector Regression (SVR) is used to the estimation. For the RBF kernel of this method, grid search is used to find the proper parameters.

3.1 Support Vector Regression

The support vector machines (SVM) are supervised learning models with associated learning algorithms that analyze data and recognize patterns [Cortes 1995]. The SVM maps data nonlinearily into a higher-dimensional feature space. Support vector machines were designed for classification problems at first and then developed to regression tasks. In the support vector classification procedure, the SVM looks for one hyper plane, one that could separate the elements of the two named classes with the largest margin, by solving a problem of constrained optimization, where a different constraint is introduced for each of the labeled training set points. To solve this optimization problem, the Lagrange multipliers are introduced to change the problem into a linear combination of some of the training examples, which are called support vector machines.

Support Vector Regression is a regression technique based on support vector machines. Apart from the usual regression models, a loss function is employed by the SVR. Through the Ordinary Least Squares solution, a hyper plane could be found that no other plane with a smaller sum of square errors exists. Moreover, this loss function penalizes only prediction errors that are greater than the distance from the observed data and ignores errors that are less. Comparing to a classification problem, the regression one could be considered as an application of the support vector approach to function estimation.

3.2 Parameter settings for the kernel function

With the adoption of kernel functions, which correspond to a dot product in the feature space, the number of features can be much larger than the number of dimensions of the input space. As the number of features increases, the problem is more likely to be linearly separated. Therefore, thanks to the kernel functions, linear classifiers can be applied to non-linear problems as well.

There are two possible solutions to determine the kernel functions. One is to define a special designed function, which is suitable for a specific data set/problem. The other is to use kernels of more general applications, as the Radial Basis Function (RBF) is one of the most widely adopted kernels.

Since in some cases it is not possible to find a hyper plane perfectly meet the constraint, parameter c is need to be set in SVM tools [Vapnik 1996]. In the actual application of SVR process, the values of parameters c, g and p need to be chosen carefully as they have a massive impact on the regression result of the experiment. In the Libsvm [Chang 2011], a widely adopted SVM tool, the parameters could be chosen by the grid search using the tool gridregression offered by the same author of Libsvm.

4. Experiment and Result

4.1 The modeling description

In order to discover the effectiveness of different data to predict Chinese people go traveling in Japan, the models are used to apply with SVR. Since we are trying to predict the future population in this activity. The data from the present need to be able to show some connections with the result in the future. Therefore, a time gap between the label and the features is needed. The historical travel population from China to Japan is used as the label. And several sets of features are tested in the program. The descriptions of features tested are in the following terms.

- \( T_{i} \): time gap between labels and features in each row, here we tested with the gap from one month to four months. Here “n” values between 1 to 4
- \( H \): National Holidays
- \( E \): the currency exchange rate between JPY and CNY
- \( C \): the consumer index of China
- \( 6 \): the six word counts of the six most popular words used in the forum

<table>
<thead>
<tr>
<th>Words*</th>
<th>Kyoto</th>
<th>Osaka</th>
<th>Tokyo</th>
<th>Japan</th>
<th>Like/Love</th>
<th>Nara</th>
<th>Hakone</th>
<th>Hotel</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF-Idf</td>
<td>0.027932036</td>
<td>0.024451213</td>
<td>0.01982668</td>
<td>0.018268852</td>
<td>0.01631569</td>
<td>0.015489705</td>
<td>0.013878809</td>
<td>0.010307077</td>
</tr>
</tbody>
</table>

*The original words are in Chinese, here shows the meaning of them in English
• 8: the eight word counts of the eight most popular words used in the forum
• R: the times of users from the forum replying and editing the topics in each month

In applying SVR to our experiments, the following aspects need to be considered.

The large differences in the ranges of values of the features, as the Holidays of each month goes from 0 to at most 6 days while the times users replying and editing on the web could be thousands or more. This will lead to an unwanted effect of giving heavier weight to some characteristics than to the others. To address this issue, a data-preprocessing called normalization step should be applied. Here we normalize the value of the features to the range of -1 to +1. This process is done both with the data for model training and the data for testing.

Also, since the sets of data we prepared for this study are nonlinear, the kernel functions should be considered to map a problem into a feature space where the target function consists of a line. Given this condition, the grid search is done for the SVR using RBF kernel. As a result, we could determine the best parameters, \( c, \gamma \) and \( \nu \), for the next model-training step. Of all, the 15 months from June 2013 to August 2014 are used as testing data.

4.2 Regression Result

We select the “HEC”, the national holidays, the currency exchange rate between JPY and CNY and the consumer index of China out of the six kinds of features to be the benchmark of our experiment. With the adding of different features as well as the time gap change between the prediction target – the label and the features, we could get a result of the different values in showing different degree of the relevance of these features.

The result showed in Table 2 is the squared correlation coefficient result of the SVR. Here the squared correlation coefficient means the square of the correlation coefficient values of each features.

<table>
<thead>
<tr>
<th>Models</th>
<th>Squared correlation coefficient</th>
<th>Models</th>
<th>Squared correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{1,\text{HEC}} )</td>
<td>0.0542925</td>
<td>( T_{1,\text{HEC}} )</td>
<td>0.360657</td>
</tr>
<tr>
<td>( T_{1,\text{HECR}} )</td>
<td>0.0597827</td>
<td>( T_{1,\text{HECR}} )</td>
<td>0.142007</td>
</tr>
<tr>
<td>( T_{1,\text{HEC6}} )</td>
<td>0.1851606</td>
<td>( T_{1,\text{HEC6}} )</td>
<td>0.112455</td>
</tr>
<tr>
<td>( T_{1,\text{HEC8}} )</td>
<td>0.109621</td>
<td>( T_{1,\text{HEC8}} )</td>
<td>0.0468776</td>
</tr>
<tr>
<td>( T_{1,\text{HECR6}} )</td>
<td>0.177765</td>
<td>( T_{1,\text{HECR6}} )</td>
<td>0.222104</td>
</tr>
<tr>
<td>( T_{1,\text{HECR8}} )</td>
<td>0.109382</td>
<td>( T_{1,\text{HECR8}} )</td>
<td>0.21184</td>
</tr>
<tr>
<td>( T_{2,\text{HEC}} )</td>
<td>0.0232152</td>
<td>( T_{2,\text{HEC}} )</td>
<td>0.0924028</td>
</tr>
<tr>
<td>( T_{2,\text{HECR}} )</td>
<td>0.312547</td>
<td>( T_{2,\text{HECR}} )</td>
<td>0.0183738</td>
</tr>
<tr>
<td>( T_{2,\text{HEC6}} )</td>
<td>0.15239</td>
<td>( T_{2,\text{HEC6}} )</td>
<td>0.22203</td>
</tr>
<tr>
<td>( T_{2,\text{HEC8}} )</td>
<td>0.117742</td>
<td>( T_{2,\text{HEC8}} )</td>
<td>0.16653</td>
</tr>
<tr>
<td>( T_{2,\text{HECR6}} )</td>
<td>0.147087</td>
<td>( T_{2,\text{HECR6}} )</td>
<td>0.0764497</td>
</tr>
<tr>
<td>( T_{2,\text{HECR8}} )</td>
<td>0.117462</td>
<td>( T_{2,\text{HECR8}} )</td>
<td>0.0613273</td>
</tr>
</tbody>
</table>

5. Discussion and Conclusion

Tourism market is influenced by lots of factors at the real world. That makes it hard to predict by using web forum data only. With more and more people participate in the trip to Japan, our study could tell some interesting phenomenon from the result. As for a relevantly high consumer activity, the trip to Japan for Chinese people is rather a serious consideration to a random choice. With the result from the experiment, in table 2, some interesting discoveries could be found. For the same sets of features used in the prediction tourism demand, the time gap change leads to the fluctuation of the squared correlation coefficient values. In these six kinds of feature-sets, half of them have a better performance with the time gap of three month. And five of them show as the time gap goes over two months, the outcome does better than the others. This suggests that normally people finally travel to Japan intend to discuss and study about it over a month before they make the decision.

If we take the discussion to each team with the same time gap, the features with six most popular words plays a better part in the procedure, though the out come of them all did not meet the satisfaction of prediction. To the 2-month team, it is really evident that the value of squared correlation coefficient changes a lot from “\( T_{1,\text{HEC}} \)” to “\( T_{1,\text{HECR}} \)”. This could be considered as the phenomenon of “people prefer to join the communications on the travel forum about two month before the trip to Japan”. Compared with the total opposite results between “\( T_{1,\text{HEC}} \)” and “\( T_{1,\text{HECR}} \)”, this assumption become more evident. So it might be better if the tourism promotion of Japan’s sightseeing places starts online at about two month before the best season comes, but not three months before it. For the time gap of four months, same pattern of outcomes appears as the time gap of one month. This could be seen as a character of this travel forum, in which people shares their trip and discussing about their experiences.

However, applying SVR requires setting the features exquisitely since they heavily affect the prediction accuracy. There are no general guidelines available for us to select these features for this problem. In this paper, by using the information from web services, we introduce new features to the prediction of tourism demand and compare the different sets of features. So we could determine the best sets in different conditions. But for the use in the real world, there still much improvement needs to be done. Thus, in the future work, to study the consumer behavior of people through social network information, we could try with a range of potential features. Such as the weather condition or the age range of the tourists. Also the travel market in Japan is also highly influenced by natural disasters such as earthquakes. Moreover, for a study like tourism prediction, it is crucial to get more information online to pursue the better performance.
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