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This paper addresses the analysis of the relationship among the effect of narrative, verbal cues and nonverbal cues in face-

to-face conversation. Towards this goal we define verbal and nonverbal cues by aggregating automatically extracted cues at 

the individual and dyadic levels. Four coders from the third party evaluate whether the narration was understandable by 

questionnaire. Our results show that the group speaking length and feedback of listeners (number of interjections and nodding 

times) have significant correlations with the third party evaluation of narrative effect in face-to-face conversation.              

1. Introduction 

It's well known that good communication is the foundation of 

any successful relationship. Face-to-face conversation is a 

fundamental social interaction. The automatic analysis of face-to-

face conversational focuses on developing computational 

systems and sensor technology that can automatically analyze 

human conversational behavior by observing via sensing devices 

such as cameras and microphones [1]. The aim of the automatic 

analysis of face-to-face conversational is to infer and possibly 

predict aspects of the underlying social context, including both 

individual attributes and interactions with other people in the 

group. 

Narrative has existed in every known society. Our goal is to 

automatically analyze the relationship among the effect of 

narrative, verbal cues and nonverbal cues in face-to-face 

conversation. In order to address this question, we extract verbal 

and nonverbal cues of participants from a narrative task. Then we 

ask the third party to give evaluation scores of narrative task. Our 

data is from Cartoon Narrative Task which is held by Okada 

group[2]. In this task, a group is composed of three unacquainted 

participants, where two participants, who have watched cartoon 

video, explain it to the other participant [2]. 

2. Related Work 

The automatic analysis of conversational is a fundamental area 

in social psychology and nonverbal communication. 

In a conversation, an addressee is the person at whom the 

speech is directed [3]. In social psychology, it is known that the 

addressing phenomenon occurs through different communication 

channels, including speech, gaze, and gesture, e.g. listeners 

manifest attention by orienting their gaze to speakers, who in 

turn use gaze to indicate whom they address, and to ensure visual 

attention from addressees to hold the floor [4].A good part of the 

body of work on automatic analysis of head pose as a surrogate 

for gaze and of visual focus of attention (VFOA) in group 

conversations [5] could be applied towards the automatic 

identification of addressees in multi-party cases. In brief, the 

goals of the existing works in addressing are to identify what 

participants in a conversation the current speaker is talking to, 

and to explore the connections between addressee modeling and 

other conversational activities. 

In our work, using the evaluation scores of narrative task made 

by the third party to automatically analyze the relationship 

among the effect of narrative, verbal cues and nonverbal cues in 

face-to-face conversation is an unexplored problem. 

 

3. Narrative  Dataset 

We use 4 group data from the Cartoon Narrative Task. [2].This 

task has changed the setting of a dyadic narrative interaction 

designed by McNeill [6], in McNeill’s research, a participant is 

asked to narrate from memory a cartoon story to a participant. 

The name of the cartoon story is "Canary Row”, and this story 

has been used for gesture analysis in narrative tasks [6].In this 

task, a group is composed of three unacquainted participants, 

where two participants (A and B), who have watched the video, 

explain it to the other participant(C). The three participants have 

never watched the video or listened to the story.24 women 

participants aged between 20 and 25 years was recruited to 

collect the dataset. 8 sessions dataset has been collected in 

cooperation with these participants. Average time length of 

recorded datasets is 11 minutes (total is 700 minutes). Both 

manual annotation and autonomous annotation have been used to 

get the dataset and primitive nonverbal patterns (speech, gesture, 

head gesture, and head direction) from every participant has been 

annotated as binary on/off or three variables by using some 

pattern recognition techniques [2]. 
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Figure 1 :  Speaking turn  audio nonverbal features 

  

4. Cues Extraction and Third Party Evaluation 

    Data 
In our work, cartoon "Canary Row” was divided into 9 scenes 

according to different scenarios cartoon. We extract cues and get 

them scene by scene in every group. 

4.1 Verbal Cues 

While spoken language constitutes a very strong 

communication channel in group conversations, it is known that 

a wealth of information is conveyed nonverbally in parallel to the 

spoken words. 

By using morphological analysis tool Chasen[7],we can get 

words cues and interjections cues in each scene by analyzing the 

text of participants’ speak contents which are defined below: 
Number of Words (NW): Cumulates the total number of four 

kind of words which are noun, verb, adjective and adverb spoken 
by two narrators.  

Number of Interjections (NI): Cumulates the total number of 
interjections spoken by listener.  

Number of Filler (NF): Cumulates the total number of filler 
spoken by two narrators. 

4.2 Nonverbal Cues 

Nonverbal signals include features that are perceived aurally – 

through tone of voice and prosody and visually – through body 

gestures and posture, eye gaze, and facial expressions. 

From the speech segmentation(Figure1), we compute speaking 

length cues, overlap cues and turn-taking cues in each scene 

defined below: 

Group Speaking Length (GSL): Cumulates the total time that 

two narrator speak according to their binary speaking status in 

each scene.     

Overlap Length (OL): Cumulates the total time of overlap 

between two narrators A and B when they narrated to listener C 

in each scene. 

Turn-taking Length (TL): We compute total time of turn-

taking between two narrators in each scene. 

From the gaze and nod segmentation, we compute gazing cues 

and nodding cues. 

Conjugate Gaze Length (CGL): Conjugate Gaze length 

means the total time of narrators look at listener at the same time. 

 
 

Figure 2 : The video of  Cartoon Narrative Task  
 

Nodding Times (NT): We define the times of nodding from 

listener as Nodding Times. 
Here we explain the above definition of verbal and nonverbal cues in 

detail.  Taking  feature NW for an example. 
Let define NW as below: 

  1 4,1 9gsNW NW g s      

where 
gsNW denote the number of words spoken by two narrators 

in the scene s of group g  .The feature NW is a 36-dimensional 

vector. 
Therefore, the other features(NI,NF,GSL,OL,TL,CGL,NT) have 
the same definition as  NW mentioned above . 
 

4.3 Nonverbal Cues 

We asked 4 coders (we code them with 1,2,3,4)as third party 
to make ten-grade evaluation about narrative task scene by scene 
in every session by watching narrative task videos which are 
captured by cameras (Figure 2).These coders are asked to watch 
the cartoon video firstly before they watch the Narrative Task 
video. These coders are Chinese students who are studying their 
master course in Japan and almost have the same level of 
Japanese to understand the speech in the Narrative Task video. 
They are asked to score every scene according the effect of 
narrative speech in the video. Let define 

pgiES  as the evaluation 

scores of scene i  in group g made by student p.(p is the number 

of students, g means the number of group and i is the number of 
scene.1 4p  ,1 4g  ,1 9i  ).For example, 

215ES means the 

evaluation score of scene 5 in group 1 made by coder 2. Then we 

define 4

1
4gi pgip

MES ES


 as the mean of the evaluation scores 

for each scene in the same group by 4 students. Finally, we 
denote    

  1 2 9, 1 4g g g gMES MES MES MES g                  

 1, 2 3 4, ,MES MES MES MES MES                         

From the above mentioned, we know that MES is a 36-
dimensional vector. 

5. Correlation Analysis  

In this section, we study the correlation among the verbal, 

nonverbal cues and MES.There are several correlation 

coefficients, often denoted p or r, measuring the degree of 

correlation. The most common of these is the Pearson correlation 

coefficient, which is sensitive only to a linear relationship 

between two variables (which may exist even if one is a  
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Table 1. Correlation between MSE and verbal , nonverbal features   

           r        p 

 

 

 

 

 

MES  

  

   Verbal Cues 

      NW 0.52 0.021 

      NI     0.57   0.002 

      NF     0.18   0.043 

Nonverbal Cues 

GSL     0.58 0.014 

OL     0.34 0.033 

TL     0.38 0.017 

CGL     0.29 0.038 

NT     0.54 0.007 

nonlinear function of the other). As Table 1 showed, we compute 

the Pearson correlation coefficient, hence reporting the r and p 

values. 

Number of words(NW) had a correlation of 0.52 with MES. 

We can also find that Group Speaking Length(GSL) had a 

correlation of 0.58 with MES. This indicates enough speech is 

needed to guarantee the listener to understand the outline of the 

story .Number of filler (NF) had a correlation of 0.18 implies that 

number of filler had a not significant correlation with the effect 

of narrative. 

Number of Interjections(NI) had a correlation of 0.57 and 

Number of nodding Times(NT) had a correlation 0.54 with MES . 

This implies that the feedback from listener can help narrators to 

grasp the conversation situation and improve the interactiveness 

between narrators and listeners. 

  

6. Conclusion and Future Work 

In this work, we extracted verbal and nonverbal features of 

participants from Cartoon Narrative Task, we made a correlation 

analysis between these features and the evaluation of narrative 

effect.Our result showed that the group speaking length and 

feedback of listeners (number of interjections and nodding times) 

have significant correlations with the third party evaluation of 

narrative effect in face-to-face conversation. As future work, we 

will increase the number of verbal and nonverbal features and 

analyze them by using machine learning techniques. 
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