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We propose a new distance between text documents that builds upon two techniques. We first represent each
document in a database as a histogram of topics using the Latent Dirichlet Allocation (LDA) topic model. We
then compare two documents by computing the transportation distance between their respective topic histograms.
The transportation distance parameter, which is in that case a metric matrix between topics, is estimated using
Ground Metric Learning. We carry out experiments on the 20-newsgroup text messages classification benchmark
task that illustrate the interest of our approach.

1. Introduction

Text categorization is the task of classifying a set of doc-

uments into categories from a predefined set. Different ap-

proaches have been proposed in the past to classify text. We

are particularly interested in this work in the bag of words

representation [Salton et al., 1975] for text, in which a text

is simply summarized as a histogram of words. This frame-

work has been successful in a wide variety of settings [Man-

ning et al., 1999, §15,16], using for instance kernel meth-

ods [Joachims, 2002].

We propose to address the problem of text categorization

within the simple framework of k-nearest neighbor classifi-

cation [Hastie et al., 2009, §2,§6] and thus focus on the

definition of a flexible and adequate distance between text

representations as histograms. We adopt in this work a

two step approach: we represent each document in a cor-

pus as a histogram of topics using Latent Dirichlet Allo-

cation Blei et al. [2003]. We then measure the distance

between two documents by choosing a distance within the

family of transportation distances [Villani, 2003, §7]. Such

a transportation distance between histograms of topics is

parameterized by a single parameter, known as the ground

metric, which can be in that case any metric matrix that

describes the distance between the topics themselves . As

is the case for all parameterized distances, transportation

distance can only prove useful in practice when the topic

metric parameter is carefully chosen. We propose to use

a set of algorithms proposed recently by Cuturi and Avis

[2011] to learn adaptively the ground metric.

This paper is organized as follows: we describe our ap-

proach in Section 2., followed by a short review of experi-

mental results in Section 3. and conclude in Section 4.

2. Topic Metric Learning

2.1 Topic Models
Topic models [Blei and Lafferty, 2009, Blei, 2011] are

graphical models which can be used to uncover the ba-

sic semantic structure of each document within a corpus.

Topic models belong to the large family of dimensionality

reduction techniques, such as principal component analysis,

and are used in practice to represent texts as histograms of

abstract topics rather than histogram of words. Since the

number of topics is usually set to be much smaller than the

size of the set of all words, representing a text as a histogram

of topics generally results in a much lighter representation.

We consider in this work the Latent Dirichlet Allocation

(LDA)[Blei et al., 2003] model, which is arguably one of

the simplest topic models. The aim of LDA is to exhibit

common topics in a collection of documents, and describe

precisely the weight of each of these topics within each doc-

ument. A topic is itself a discrete distribution over a fixed

vocabulary (or dictionary of terms). Although more ad-

vanced topic modeling techniques exist, such as the Chinese

restaurant process [Blei et al., 2010], we will consider in this

work that the number of topics is fixed beforehand. The ini-

tial parameters of the LDA model are: K, the total number

of topics; α, the parameter of a Dirichlet distribution with

K components; β, a collection of K multinomial distribu-

tion over the fixed vocabulary. Given these parameters, the

LDA model assumes that each text in a corpus has been

generated iteratively following a hierarchical procedure:

1. Choose randomly a document specific multinomial dis-

tribution θ over topics following a Dirichlet distribu-

tion with parameter α.

2. For each word in the document,

(a) Choose randomly a topic i from the topic distri-

bution θ

(b) Choose randomly a word over the vocabulary

randomly, following the distribution correspond-

ing to that topic described in β

The topic structure, including the topics themselves; their

distribution over the vocabulary; the distribution of topics
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specific to each document are all hidden since the only in-

formation which is available are the texts themselves. The

main problem for topic models is thus to use the observed

documents to infer these hidden topic structure, and many

algorithmic solutions have been proposed to sample the pa-

rameters α and β from a posterior probability as can be

seen in [Blei, 2011, §2.2] and references therein.

2.2 Transportation Distances
The family of transportation distances can quantify a dis-

crepancy between histograms. Consider two nonnegative

histograms r and c of unit sum and dimension d, that is

points in the simplex
∑

d−1 = {u ∈ Rd
+|‖u‖1 = 1}. We

represent r and c as column vectors r = (r1, . . . , rd)T and

c = (c1, . . . , cd)T . Suppose that we are given a d × d met-

ric matrix M which quantifies a difference between the d

bins of each histogram. A transportation map between r

and c is a d × d nonnegative matrix whose row and col-

umn sums are equal to r and c respectively. This set of

matrices, {X ∈ Rd×d
+ |X1d = r,XT1d = c} is known as the

transportation polytope U(r, c). The cost of a transporta-

tion map is defined as the Frobenius dot product of X and

M , 〈X,M〉 = trace(XM). The transportation distance be-

tween r and c parameterized by M is defined as the minimal

cost over all transportation maps in U(r, c), namely

dM (r, c) = min
X∈U(r,c)

〈M,X〉

This quantity is the result of a linear program, more pre-

cisely a network flow problem Ahuja et al. [1993]. Trans-

portation distances have been used in computer vision

where they are popular under the name of earth mover’s

distances Rubner et al. [1997], see [Pele and Werman, 2009]

for a recent survey.

We use transportation distances to quantify a differ-

ence between two text documents represented as topic his-

tograms, where topic histograms have been generated by

the LDA topic model. We can tune transportation distances

between such histograms by selecting a metric matrix M ,

which is also known as the ground metric.

2.3 Ground Metric Learning
In their seminal work, Rubner et al. [2000] propose to set

the ground metric using prior knowledge about the bins of

each histogram. Cuturi and Avis [2011] have recently pro-

posed an algorithm to estimate this parameter adaptively,

using a labeled training set of histograms, in the same set-

ting used by Mahalanobis metric learning algorithms Xing

et al. [2003], Weinberger and Saul [2009], Davis et al. [2007].

Their approach can be applied on histogram data gener-

ated from arbitrary features, which fits our setting in which

topics themselves are generated automatically by the LDA

model. This is a key factor in our approach since trans-

portation distances cannot work efficiently without setting

this parameter.

3. Experiments

We consider the 20-Newsgroups dataset∗1, which consists

in a collection of approximately 19,997 newsgroup posts

which have been collected evenly across 20 different news-

groups. The data is organized into 20 classes, each corre-

sponding to a different discussion subject.

We used the the Gensim Python framework∗2 to carry out

simple preprocessing on all the documents by considering

only lower case words, which are tokenized and stemmed

before producing bag of words. We select randomly 30 doc-

uments from within each newsgroup as our training data.

Fixing the number of topics to k = 30, we define a dictio-

nary and train an LDA model with these documents using

the ldamodel (100 passes) of gensim to estimate the Latent

Dirichlet Allocation model parameters. Then we used the

LDA model we obtained to infer topic distributions on all

other documents in the database, including test documents

which haven’t been used to define the LDA model.

1 3 5 7 9 11 13 15 17 19
0.25

0.26

0.27

0.28

0.29

0.3

0.31

0.32

0.33

0.34

0.35

κ parameter in κ−NN

κ−Nearest Neighbor Classification Error on Test Fold

 

 

L1

L2

Chi2

EMD, Topics Hellinger
EMD, GML k=5, M

0
=Topics Hellinger

EMD, GML k=5, M
0
=Independent

Figure 1: Average classification error in κnearest neigh-

bor classification for pairs of newsgroup discussion subjects.

The errors are averaged over 400 test points for each of the

190 considered binary classification tasks.

We then consider all the binary classification tasks that

arise by comparing a newsgroup class i against another class

j, 1 ≤ i < j ≤ 20 namely 20 × 19/2 = 190 tasks. For each

binary classification task (i, j) we choose randomly 200 test

documents in class i and 200 more in class j, thus getting

400 test documents, and classify them using a κ-nearest

neighbor classifier defined with the 30 train documents of

class i and 30 documents of class j, summing thus to 60

train points.

We consider transportation distances with 3 different

ground metrics: the Hellinger distance computed over top-

ics seen as histogram of points; the metric obtained with

ground metric learning setting the Hellinger distance as the

∗1 http://people.csail.mit.edu/jrennie/20Newsgroups/

∗2 http://radimrehurek.com/gensim/
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initial point; the metric obtained with ground metric learn-

ing setting the Independence distance ( [Cuturi and Avis,

2011, §5]) as the initial point. For the sake of comparison,

we also consider the Total variation or Manhattan distance

(L1 norm of the difference of two histograms), the Euclidean

distance (L2 norm of the difference of two histograms) and

the Chi-squared distance (L2 norm of the difference of the

component-wise squared roots of two histograms). The av-

erage classification error for all test points and all experi-

ments (i, j) is represented in Figure 1 as a function of the

neighborhood size κ.

In this figure, transportation distances with a topic met-

ric learnt is shown to provide a competitive performance.

The transportation distance seeded with a simple Hellinger

distance between topics does not perform well, which un-

derlines the importance of choosing carefully a good ground

metric.

4. Conclusion

We have proposed in this paper a two stage approach to

carry out text classification on documents seen as bags of

words. Topic models can be used to reduce the dimension-

ality of text data and provide histogram representations.

Transportation distances can be effective but need to be

well tuned in order to be effective. We have shown that

ground metric learning algorithms can be used in that con-

text to compute a topic metric automatically and adap-

tively.
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