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We propose a method to automatically associate documents from different domains such as scientific paper and
patent. The proposed method enables cross-domain academic search on the scientific data. Borrowing ideas from
multi-task learning and structural correspondence learning, our approach automatically identifies correspondences

among the words from different domains using a small number of so-called concepts.

Our method models the

correlation between the concepts and all other words by training linear classifiers on the documents from different

domains.

1. Introduction

The vast amount of human knowledge has been accumulated
in the form of academic papers. The Web of Science, one of
academic citation indexes, currently is indexing tens of millions
of academic publications and the number of its records is rapidly
growing. With the recent advances in Web technologies, we can
easily access the large amount of scientific data. For example, the
Web of Science provides an intuitive Web interface that enables a
user to search for academic publications from multiple databases.
Furthermore, Microsoft Academic Search provides many ways to
explore not only academic publications but also other information
such as authors, organizations, and keywords. It also recently pro-
vides a set of APIs to allow a user to develop own tools on top of
the data.

Given the large amount of scientific data from a variety of in-
formation domains that is easily available from online, one of key
questions is how to associate the information from different do-
mains. From the viewpoint of information search, it is a task of
associating a source (e.g., scientific paper) from one domain to a
target (e.g., patent) from another domain or the other way round.
There exist several potential linkages between different domains
such as paper—patent, paper—firm, and paper—website, which can
be useful to search for related information on the vast amount of
scientific data. For example given a scientific paper about a partic-
ular topic, one might like to find related patents or firms/products
on the topic. The simple way of associating documents from dif-
ferent domains is to do thesaurus-based mapping among the do-
mains or to model domain-independent concept using compara-
ble corpora. However, vocabulary of one domain (e.g., scien-
tific paper) is often different from vocabulary of another domain
(e.g., patent), which cause sparse-overlapping regions of the fea-
ture space when mapping documents from two different domains.
One way to overcome this mapping problem is to find a cross-
domain representation for documents in different domains, which
enables extend the representation of a document by transferring
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the knowledge between domains. Intuitively, such a cross-domain
representation can be considered as a concept space that underlies
different domains.

In this project, we propose a method to automatically associate
documents from different domains such as scientific paper, patent,
and firm/product of scientific data. The proposed method enables
cross-domain academic search on the scientific data. Borrowing
ideas from the field of multi-task learning and structural correspon-
dence learning in the field of natural language processing, our ap-
proach automatically identifies correspondences among the words
from different domains using a small number of so-called con-
cepts. A concept is a commonly used keyword from one domain
and another domain, which holds a relevant semantics to respec-
tive domains. We plan to develop a cross-domain academic search
engine on top of the proposed method that enable search for related
information from different domains of scientific data.

Our contributions of the project are twofold: First, a general
method for cross-domain academic search using structural corre-
sponding learning. Second, a cross-domain academic search en-
gine that enables search for different domains between academic
paper and patent and between academic paper and firm and be-
tween academic paper and website.

Cross-domain academic search improves the process of retriev-
ing scientific data that is distributed over a variety of online infor-
mation sources. For example, a user might use an academic paper
of his or her interest as an input. Then, a cross-domain academic
search engine will return related patents, firms, and websites from
different information sources. Because our method can be easily
incorporated with a search engine, major academic search engines
such as Microsoft Academic Search, CiNII (NII), and J-Global
(JST) will enjoy a function of cross-domain academic search that
can be provided to users.

2. Related Research

In this project, we propose a method to automatically associate
documents from different domains such as scientific paper, patent,
and firm of scientific data. Underlying ideas are based on struc-
tural correspondence learning in the field of natural language pro-
cessing [Blitzer 06]. Structural correspondence learning is a the-
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ory to automatically induce correspondences among features from
different domains. Several applications of structural correspon-
dence learning have been recently studied in the field of Natural
Language Processing and Information Retrieval [Wang et al. 11]
[Prettenhofer and Stein 10]. However, to the best of our knowl-
edge, the identification and utilization of the theory of structural
correspondence learning to cross-domain academic search on the
vast amount of scientific data has not been studied before.

Structural correspondence learning was originally proposed for
domain adaptation. Domain adaptation refers to the problem of
adapting a statistical classifier trained on data from one source
domain(s) to a different target domain. Cross-domain academic
search is closely related to an unsupervised domain adaptation
problem by automatically inducing correspondences between doc-
uments from different domains. In our case concepts correspond
to the generalized features across domains. Our method mod-
els the correlation between the concepts and all other features by
training linear classifiers on the unlabeled data from different do-
mains. This model is used to induce correspondences among fea-
tures from the different domains and to learn a shared representa-
tion that is meaningful across different domains.

3. Method

The proposed method for cross-domain academic search is il-
lustrated in Figure. 1 and it consists of following main steps.

e Collect scientific data including academic papers, patents,
firms, and Wikipedia. We plan to use Microsoft Academic
Search APIs to collect the information about academic pa-
pers. In particular we focus on the field of computer science
for efficiency reasons. We also plan to collect scientific data
including academic papers, patents, and firms using CiNII
APIs and J-Global APIs. For this, we plan to closely cooper-
ate with Prof. Hideaki Takeda at NII and Dr. Takayuki Saito
at JST.

e Extract a concept across different domains. Given the large
amount of scientific data, we next extract commonly used
keywords, so-called concepts, across different domains. We
use the following heuristics to extract a set of concepts: First,
we select a subset vocabulary from one domain, which con-
tains frequent keywords. Second, for each keyword in the
vocabulary we find its same (or similar) keyword in the vo-
cabulary from another domain.

e Identify correspondences between different domains using
concepts. We model the correlation between each concept
and all other words. For this purpose, we train linear classi-
fiers that predict whether or not concept occur in a document,
based on the other words. A training set is created for each
concept. The training set contains documents from the do-
mains that concepts are extracted. Thus, the classifiers can be
considered as cross-domain classifiers. We then reduce the
dimension of a parameter matrix of the linear classifiers to
further identify correlations across concepts. In other words,
we obtain common substructures among the linear classifiers
that can be used as a mapping function to associate the orig-
inal representation of a document to the concept space with
its cross-domain representation.
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O 1: Proposed Method

e Using the mapping function, we extend the representation of
each document to the cross-domain representation. Then we
compute a similarity between the documents from different
domains in the extended concept space. Based on the sim-
ilarity, we return the ranked list of documents from respec-
tive domains that are relevant to a given document. We plan
to investigate different similarity functions to rank the result
depending on a domain.

To evaluate the proposed method, we build a bench dataset for
cross-domain academic search. We use standard evaluation mea-
sures in information retrieval such as average precision (AP) and
mean reciprocal rank (MRR) to evaluate the accuracy of the pro-
posed method. We also plan to make the search engine available
online and conduct a user study.

4. Conclusions

We propose a method to automatically associate documents
from different domains such as scientific paper and patent. The
proposed method enables cross-domain academic search on the
scientific data. Borrowing ideas from multi-task learning and
structural correspondence learning, our approach automatically
identifies correspondences among the words from different do-
mains using a small number of so-called concepts. Our method
models the correlation between the concepts and all other words
by training linear classifiers on the documents from different do-
mains.
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