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When concerning the task of classification of semantic relations, a small training dataset contains only a small
portion of the possible morphological, syntactic and lexical-semantic features, rendering useless all the unknown
features from the unlabeled data for the classifier. The present work thus presents a method for expanding the
training dataset, providing a framework for the qualitative and quantitative analysis of the seed relation instances,
extracting new relation candidates from the Web, and classifying them using spectral clustering.

1. Introduction

Extraction and classification of semantic relations is a

task of utmost importance in the field of Semantic Com-

puting, in which entities and links among these are defined

so as to model a computer-comprehensible graph-like struc-

ture of the semantics of natural language texts. One initia-

tive that defines these relations is CDL [1].

The most intuitive approach for this situation would be

using fully supervised methods for the classification, such

as proposed in [2] for frequent CDL relations. However, in

the cases when dealing with relation classes that have few

instances in the training data, whether it be because it may

be too costly to produce this kind of data or because the re-

lation class is itself rare, the classifier will overlook features

that are only present in the relations to be classified.

Some works that aim to address this problem in a semi-

supervised fashion have been proposed, but in different

scopes. [3] uses feature vector extension to deal with dis-

course relations, and [4] uses set expansion and graph-based

methods to deal with relations between entities that are

bonded by an implicit lexical structure, which are as a re-

sult independent of their role in the sentence.

The scope of this work is relations whose semantics are

strongly attached to their role within a given context, such

as the ones in CDL. We first provide a framework for qual-

itatively and quantitatively analyzing the training dataset,

and then propose a method for extracting candidate rela-

tions from the Web, and classifying them using spectral

clustering, in order to expand the training data for a semi-

supervised classification task.

2. Modeling Semantic Relations

A semantic relation, in the scope as described previ-

ously, may be characterized by morphological, syntactic and

lexical-semantic features. This work uses as features part-

of-speech tags, named entity tags and WordNet sense infor-

mation for both head and tail entities, and shortest paths

of the phrase structure and dependency tree of a sentence.

Moreover, in order to assess unknown features, the dis-

tance between any two features of the same type are defined

as follows:
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• Part-of-speech tag: Levenshtein distance

• Phrase structure and dependency tree: Modified Lev-

enshtein distance for arrays

• Named entity tag: Binary (0 if equal, 1 otherwise)

• WordNet sense: min(δ(s1,cp),δ(s2,cp))
δ(cp,root)+min(δ(s1,cp),δ(s2,cp))

The distance between two relations instances Ri and Rj ,

i, j ∈ [1, n], which is inversely proportional to the probabil-

ity of them belonging to the same class, is a function dij
of the distances among all features fk

i and fk
j of type k.

Assuming a linear model, the following is observed:

dij = β0 +

k∑
i=1

βk · δ(fk
i , f

k
j ) (1)

Considering binary classification, i.e. the problem will be

broken down into several one-vs-all classification problems,

we define Y as an n×n matrix of training relation instances

whose element yij equals to 0 if both Ri and Rj belong to

the given relation class, or 1 otherwise. Let then Y ′ be

an m-dimensional array where each y′ corresponds to one

y ∈ Y . Let also β = {βk} be a k-dimension array, and

D = {dkij} an m× k matrix. The values of β can be easily

obtained using least squares multiple regression:

β = (DTD)−1DTY ′ = D+Y ′ (2)

An n×n matrix D is defined as the distance matrix, and

each Dij corresponds to a dij from equation 1. It represents

a unified view of all feature distance values, and is ideally

block diagonal. From this matrix, several information on

the quality of the feature set selection, comprehensiveness

of the dataset, and response of the dataset to the chosen

feature set can be obtained.
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Figure 1: Distance matrix for two CDL relations

This framework provides, for instance, a graphical repre-

sentation of the distance matrix (figure 1), and measures of

prediction of clustering quality.
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3. Semantic Relation Set Expansion

3.1 Relation Extraction
The initial step of the semantic relation set expansion is

the extraction of candidate relations from the Web. First,

search engine queries are made from a set of initial seed

relations, preserving only the essential lexical structure be-

tween head and tail entites, and assigning a wildcard to

each of them. For example, the relation flew→Japan in “he

flew to Japan” generates the queries “flew to *” and “* to

Japan”.

Next, the candidate relations are identified by pattern-

matching, using patterns generated from the initial seed

relations. The patterns used in this work are of syntactic

nature, generated from the phrase structure of the sentence

and from the POS tags of both head and tail entities.

3.2 Clustering and Classification
The final step is the classification of the candidate re-

lations generated from the previous step. This is accom-

plished by clustering both positive and negative relations

from the training dataset for a given relation class, and

classifying based on the results of this clustering.

For the proposed method, spectral clustering [5] is carried

upon the distance matrix presented in the previous section,

and two different classification methods are carried. The

first is based on the distance to the closest cluster, and

whose confidence measure is expressed in eq. 3, and the

second uses a one-vs-all SVM, using [6] as confidence. The

baseline method [2], which uses feature vectors and SVM,

is also used for comparison purposes.

Confidence = 1− d(RC , Cclosest)∑
d(RC , C)

(3)

The confidently classified relations may be used as seeds

of a new iteration of a bootstrapped set expansion process.

4. Experimental Results

The experimental setting is composed of a dataset which

contains at most 10 relations for 28 CDL relation classes

randomly selected from annotated articles from Wikipedia.

The negative relations used in the clustering step will be

relations from classes similar to the given class, information

which is available in the CDL specification.

The measures used herein are macro-average accuracy

and precision, which are unweighted averages of accuracy

and precision values for all relation classes. Recall will not

be considered in this work, since candidate relations marked

as negative will not be used for the set expansion. Results

are displayed in figure 2. The observed average growth of

the positive relations set is 687% from the initial set.

5. Conclusion

By generating the distance matrix, analyzing the qual-

ity of the feature set and training data becomes more fea-

sible, which is desirable when dealing with small training

datasets, especially since these may be used as seed of a

Figure 2: Macro-average accuracy and precision values

semi-supervised bootstrapped classification. The experi-

ment shows that the proposed methods have better results

than the baseline, with spectral clustering being the best.
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