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In many machine learning applications, labeled dagainsufficient; unlabeled data are easier toecbgyn Semi-supervised machine
learning addresses this problem by combining theléa data and a large amount of unlabeled datadoming.As described herein, we
investigate co-training algorithm, a semi-supemiksarning algorithm, for semantic relation classiion task. Co-training algorithm
splits all features into two views and trains dféess by the labeled seeds in each view. Eactsifias classifies the unlabeled data in the
unlabeled data pool and provides the other classifith a few unlabeled examples as training steatsreceive the highest confidence
from the first classifier. We evaluate the co-tiagnalgorithm onConcept Description Language for Natural LanguéG®L. nl) corpus
for relation classification task. Experiment resudhow that co-training algorithm achieves betefqymance than Naive Bayes that treat
all features as a single view, when only very fabeled data are available.

1. Introduction

Many tasks of machine learning have a feature thatdata
are naturally consist of several views—disjointbsais of
features. For instance, web pages can be deschietheir
contents or hyperlinks pointing to these pages [Bi#88]; the
semantic role of phrases can be decided by thewwedd and
the paths in parsing tree [He 2004]. A popular gigga of multi-
view learning is the co-training algorithm, whiclpliss all
features into two subsets and trains classifiersthey labeled
seeds in each view. Each classifier classifiesutilabeled data
in the unlabeled data pool and provides the otlassifier with a
few unlabeled examples as training seeds thatvedtlee highest
confidence from the first classifier.

Semantic Relation classification is a basic probiematural
Language Understanding and semantic processingedver,
Semantic Relation Classification is also a problemwinich
datasets can be naturally split into two views.sTiaisk can be
represented as follows:

R- (Cprev ny, Cmid: ny, Cpost)

wheren,; andn, are nouns or base noun phrases @ng Crig,
and C,o¢ are the contexts before, between, and after theeq
pairs. Usually, research set the mid-context windmwvall the
words betweenn;, n, and the pre-context and post-context
window as up to two words befong and aften, [Chen 2006].

In this paper, we evaluate the co-training atgm for
semantic relation classification task on the CDLcoipus. The
experiments validate the effectiveness of co-trajralgorithm.

2. Related Work and Background
2.1 Co-Training

Many studies described in the literature of infotiowa
extraction and text understanding show that prgpesmbining
information from different views can gain leveragem natural
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redundancy in data. Co-training outperforms EM-based
algorithms using unlabeled data when the featuréssdivisible
into two independent and redundant sub-feature ditgam
2000]. A named entity classification algorithm pospd in
[Collins 1999], which is based on co-training franaeky can
reduce the need for supervision to a handful ofl sekes. Ghani

et al. developed a multi-class classification framek in the
ECOC setup; the algorithm achieved both good acgusad a
good precision—recall tradeoff [Ghani 2002]. Figdrepresents
the co-training algorithm proposed in [Blum 1998].

Given:

-a setl of labeled training examples

-a setSof unlabeled data

Create a pooU' of examples by choosing examples randomly
fromS

Loop fork iterations:

1. Usel to train a classifie; using only the portion ofx;

2. Usel to train a classifiel, using only thes, portion ofx;

3. Allow h; to labelp positive anch negative examples frol’;
4. Allow h; to labelp positive anch negative examples frokd';
5. Add these self-labeled exampled.to

6. Searcl2p + 2n examples usin§ to replenishiJ’

Figure 1. Co-Training Algorithm

2.2 CDL. nl Relation Set

Concept Description Language for Natural Languagel(6ID
presented in [Yokoi 2005] is intended to descrhmedoncept
structure of text using a set of pre-defined semaatations.
Furthermore, CDL.nl defines a set of semantic refetito form
the semantic structure of natural language sensence
graphical representation.

CDL. nl relation set contains 44 semantic relatigpskvhich
are used to add a layer of semantic annotatioratural
language sentences. Different from PropBank whigiedds on
verbs and usage of verbs, these predefined neamalrgic
relations cover different types of predicates.
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3. Experiments and Results

In this section, we present our empirical studyng CDL. nl
corpus. This corpus consists of 1&ghtences and each sente
is marked with the CDL. nlelations. We extrac15697 relation
instances from this corpuSince some semantic relats do not
frequently appear in the corpus, we osélect 1 relation types
that have more than 100 instangeshe corpusTable 1 presents
the number of examples of each selectddtion We randomly
sample 40% of the selected 11 typegaltion as test < and
other 60% of data are used as trainingaset unlabeled de. In
this experiment, we randomly lset differen percentages of
instances in the left 60% of data as seeds and o#imeainec
instances are treated as unlabeled date “All Instance”
column of Table 1 presents all instane@soun of each relation
type. “Test Set” shows the amountte$t set that is selected frc
each relation type.

Table 1. CDL. nl DataseStatistic:

Relation Type All Instance Test Set
agt 1191 476
and 1283 513
aoj 2364 946
gol 446 178
man 912 365
mod 3694 1478
obj 3129 1252
plc 584 234
pur 350 140
gua 317 127
tim 384 154

3.1 Features

Following [Chen 2006], we udexical and syntactic featui
of the contexts and concept pairs, whach extractefrom CDL.
nl corpus.
® \Words: Surface tokens of the twamnceps and words in

the three contexts.
® POSfeatures: Part-Of-Speech tags afl tokens in the twi
concepts and words the three contexi
®  Podition features:
1) WBNULL: no wordsbetween the concept p
2) WBO1.: the only word ithetween the concept pi
3) WBF, WBL, WBO: the first wordthe lastword and
other words between the concepir pahen there are at
least two worddetween the concept pi
4) WBF1, WBF2: the first word, theecond wor beforen;
5) WAL1, WALZ2: the first wordthe second woraftern,

We split the feature into two viewsoncepipair andcontext
Two Naive Bayes classifiers amained on each vie'
respectively. During the training iteratiomeclassifieprovides
another classifier self-labeled datsthe training set of ne
round. In ouexperiment, the training iteration is repeatec
times. Particularly, in each iteration, the @p% sel-labeled
data receiving the highest confidence added into the trainin
set for next round of training.

3.2 Results

Figure 2 shows the ressltof experiment. Co-Training
algorithm (Combine A&B) iscompard with the algorithms: 1)
the classifier trained ononcept pai view (A classifier); 2) the
classifier trained orcontextview (B classifier); 3) the Naiv
Bayes classifier treating all featis as one view;

Accuracy

—&— A Classifier

—— B Classifiser
Combine A&B

—>—Naive Bayes

5 15 25 35 45 55 65 75 85 95

Percentage

Figure 2. Accuracy on Different Percent of Labeleeeds

We can observe from Figugethat, when the labeled seed |
than 50% the ceraining outperform all three classifielWhen
we randomly label more than p@rcentages of data as seeds
co-trainingalgorithm cannot beat ttNaive Bayes classifier.

4. Conclusion

This paper approaches the problem of :-supervised relation
classification using the co-traimg algorithm. Experiment resu
show that wheronly very few labeled examples are availa
co-raining algorithm can achieve better performar@ntNaive
Bayes which regards all feature ase view. And also
outperforms the two classifiers trained on eackw\
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