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Recently video game has the problem that is to spend much time on making algorithm of player in video game with
growing complexity. One way to solve this problem, the hybrid decision making system (mix the traditional way of making
algorism by handmade with classifier system) is proposed. On the other hand, reinforcement learning by classifier system
has the problem that reward value setting affects converge speed and quality of learning. But, there is no indicator in the way
of deciding the reward value and the reward value is decided by experience. For solution of the problem, this study presents
that searching for optimum solution of reward value automatically with GA. By experiment, as a result of using GA for
setting of reward value, this paper shows that converge speed become early and there is possibility of adapting reward value
to agent role and algorithm of opposition on game.
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